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our sponsors, and some of us would need to beef up resumes, to an article by the year, volume, and month but, today, I am 
It would make much more sense if all new data and all new sure that this could be worked out very easily, 
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Electronic publishing is here. It is here, at ASME and the 
Journal of Fluids Engineering. This Journal has made available 
to its readers the JFE Data Bank as early as December 1992 
and last year expanded modestly its electronic services (see 
editorial of September 1994). We now use the electronic me
dium to make available color frames or video as well as text 
or appendices that do not fit in the printed space. Soon, the 
ASME Transactions will be available on CD-ROM. ASME has 
also launched a broader electronic information network through 
its ASMENET. Information on this service is available through 
Sara Stephens (stephens@asme.org). 

What does all this mean for our readership? A new level of 
convenience will definitely be available. One will be able to 
recall earlier journal issues more easily, without bringing down 
and leafing through heavy volumes. More importantly, the pub
lished material will constitute a data base. A user will be able 
to carry out a search with key words, with authors' names, etc. 
But the mode of our operation may also change. The profes
sional publishers behind this move correctly foresee some of 
the changes that will inevitably ensue. For example, they argue 
that the established pattern of "publish and distribute" will be 
reversed. Our papers will be first distributed electronically and 
then published. Yet in a way, this has been the practice already, 
at least in scientific publications. Most of us distribute early 
versions of our work to selected colleagues in the form of 
engineering reports or dissertations or conference papers. Our 
contributions are available in some form or another, years before 
they appear in archival journals. But the electronic medium will 
bring about changes that may eventually upset our established 
patterns of operation entirely, the ultimate and most frightening 
to our generation being the total elimination of paper, i.e., the 
traditional printing and binding. 

Skeptics may wonder whether such ideas are premature and 
somewhat farfetched. But I believe that the availability of the 
electronic medium will lead naturally and effortlessly to sig
nificant changes in our mode of operation within no more than 
a year or two. This is essentially due to the fact that suddenly, 
we will have practically no limitation in space. The availability 
of electronic space could not come at a more appropriate time. 
In recent years, most scientific publications and the JFE in 
particular, have been under great pressure to limit their expan
sion in pages, while the number of submitted papers and the 
backlog of accepted papers was growing monotonically. We 
are already allowing the material of some papers to spill over 
to the electronic medium. The reader should not think that we 
intend to publish more papers and inevitably reduce the quality 
of contributions to JFE. The aim is to provide more space to 
high-quality contributions. 

In its recent meeting at the Summer FED Conference, the 
JFE Editorial Board decided to formalize this process. The num
ber of pages allotted to each article will be controlled more 
carefully. Authors may be asked to reduce the size of their 
papers as much as possible, aiming at six or even less pages 
for the printed version. However, a longer version will also be 

accepted to appear only electronically. The editors are willing 
to review the longer version, making suggestions on how an 
article can be reduced to its shorter printed form. There will be 
some limitation on the text of the longer version of the paper 
as well, but the number of figures and the volume of digital data 
will be virtually unlimited. Lengthy derivations or computer 
program listings could also appear in the form of appendices. 

At first sight, this mode of operation may appear contributing 
to the proliferation of published material but actually, the oppo
site will be true. The availability of the electronic version of 
contributions will allow the editors to insist that the short ver
sion of a paper, namely the printed version be more concise 
and focused. In fact, the unique opportunity is now available 
to insist that space be devoted to define clearly the specific 
contributions of each article to the permanent literature but also 
its usefulness and its possible applications to fluids engineering. 
Some may fear that this procedure will require extra work on 
the part of authors and editors since each contribution will 
require two papers. But a ten- or twelve-page paper will be 
easily shortened to six, if entire nonessential sections, like the 
description of experimental facilities, the derivation of equa
tions, details of numerical schemes, or discussion of experimen
tal uncertainty or numerical accuracy are replaced by a five-
line description. We should not forget that all this information 
will only be a few keyboard strokes away. 

Let us expand upon the more exciting possibilities, and more 
drastic changes, some of which may happen naturally while 
others could require bold action on the part of authors and 
editors. Here for example is another established process which 
may be reversed. We can go from "review and publish" to 
"pubUsh and review." This could work as follows: Papers are 
automatically published electronically, as soon as they are sub
mitted. This could be a special section of the electronic medium 
which will be reserved for articles under consideration. These 
articles are immediately open for electronic peer review by 
anyone who wants to offer criticism. Simultaneously, an editor 
invites specific reviewers to provide criticism and these reviews 
can be either added to the open bulletin-board type of publica
tion or can be communicated directly to the editor. In response 
to all comments; and following the advice of the editor, authors 
revise their paper. The editor then, if satisfied, places the paper 
at another level or another category in the electronic file and 
the process is repeated until a paper receives the endorsement 
of the editorial board and is placed in the final electronic journal 
and in its shorter form is printed on paper. One of the innova
tions that this process entails is that it will avail to the readership 
comments and criticism, on a paper under consideration. We 
can see both advantages and disadvantages for such an approach 
and these deserve more thought and debate. 

There is another established pattern of operation which most 
of us never question. Once a paper appears in an archival jour
nal, it cannot be changed simply because it is impossible to 
change something that already appeared in print. Many would 
argue that this is the way it should be. Contributions should be 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 3 2 9 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:stephens@asme.org


cast in concrete for posterity. They probably feel that this is a lengthy introduction, derivations and so much material that is 
basic element of the archiving process. Well, now we may necessary to make a paper stand alone will thus be eliminated, 
actually question this mode of operation as well. What is really We can then naturally go back to the normal mode of publishing 
wrong with an alive paper? A paper that authors can continue one paper for a three- to four-year project instead of spreading 
expanding and improving as long as they like, while all its the material to five or six papers in different journals. Promotion 
editions are dated and are electronically available. Today, many and tenure committees may have to reconsider their criteria but 
of us find ourselves fragmenting the publication of our work this will be their problem. There are minor nuisances we may 
into many short papers because we want to show progress to have to eliminate. For example, we wouldn't be able to refer 
our sponsors, and some of us would need to beef up resumes, to an article by the year, volume, and month but, today, I am 
It would make much more sense if all new data and all new sure that this could be worked out very easily, 
ideas can be incorporated on the same paper where they belong. There may be many more ideas, and the JFE Editorial board 
I believe that this mode of operation should improve the quality would like to have the input of the readership. You could do 
of publications and reduce drastically the actual number of pa- this electronically of course, simply by offering a comment to 
pers. Editors should be able to recognize for example, that new this editorial. For directions, please refer to the box "Access 
submitted material is a corollary or an addendum to a recent to the Electronic JFE" at the end of any issue. In this issue, it 
publication and instruct the authors to improve their earlier appears on page 544. 
paper by adding this new material to it. The repetition of a The Editor 

(Contents continued) 

491 Oscillatory Electrohydrodynamic Gas Flows 
F. C. Lai, P. J. McKlnney, and J. H. Davidson 

498 Preliminary Investigation of the Use of Air Injection to Mitigate Cavitation Erosion 
R. E. A. Arndt, C. R. Ellis, and S. Paul 

505 Particle Size and Velocity Discrimination In a Sediment-Laden Turbulent Flow Using Phase 
Doppler Anemometry 

S. J. Bennett and J. L. Best 

512 Developing Lengths In Horizontal Two-Phase Bubbly Flow 
B. A. Warren and J. F. Klausner 

519 On the Effect of Surface Roughness on the Vapor Flow Under Leidenfrost-Levltated 
Droplets 

M. Prat, P. Schmltz, and D. Poullkakos 

Technical Briefs 
526 Surface Roughness Effects on Induced Flow and Frictional Resistance of Enclosed Rotating 

Disks 
Andreas Poullikkas 

528 A Note on the Baldwin-Lomax Turbulence Model 
J. He and J. D. A. Walker 

531 Stability of Computational Algorithms Used In Molecular Dynamics Simulations 
Akira Satoh 

535 A Simple, Accurate Integral Solution for Accelerating Turbulent Boundary Layers With 
Transpiration 

James Sucec 

539 Fluids Engineering Calendar 

Announcements and Special Notices 

368 Subscription Notice 

401 Transactions Change of Address Form 

409 Call for Papers—International Congress 

445 1996 international Colloquium, Blacksburg, VA 

497 ASCE-ASME Announcement 

540 Call for Papers—'96 International Mechanical Engineering Congress & Exposition 

541 Call for Papers—1996 Fluids Engineering Conference 

544 Statement of Numerical Accuracy 

544 Statement of Experimental Uncertainty 

544 Access to the Electronic JFE 

544 Submission of Papers 

330 / Vol. 117, SEPTEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. D. Bruneau^ 
Research Assistant. 

W. R. Pauley 
Assistant Professor. 

Mem. ASME 

Department of Aerospace Engineering, 
Tiie Pennsylvania State University, 

University Parl(, PA 16802 

Measuring Unsteady Velocity 
Profiles and Integral Parameters 
Using Digital Image Processing 
of Hydrogen Bubble Timelines 
To aid in the investigation of artificially generated turbulent spots a technique was 
developed to make instantaneous measurements of full velocity profiles in an unsteady 
water boundary layer. These profiles were used to document the unsteady behavior 
of scalar descriptors such as the displacement thickness. The classical hydrogen 
bubble flow visualization technique was augmented to yield quantitative information 
by incorporating digital image processing of videotaped boundary layer flow. Digital 
images were converted into velocity fields using a corrected time-of-fiight technique. 
The capability and limitations of this method in both steady and unsteady flows have 
been verified using an analytical uncertainty analysis and through comparison with 
laser-Doppler anemometry measurements. Recommendations are made for effective 
use of this technique. 

1 Introduction 
There are several techniques suitable for making instanta

neous single-point velocity measurements in a boundary layer. 
The most common are hot wire anemometry and laser Doppler 
anemometry. To obtain descriptions of unsteady velocity pro
files with these traditional techniques the measurement system 
must be translated to each location in the velocity profile. Multi
ple realizations of an unsteady event can be measured and an 
ensemble-averaged or phase-averaged description of the un
steady boundary-layer event can be recorded. Alternatively, in
stantaneous full velocity profiles can be obtained using a 
"rake" comprised of multiple hot wires. Unfortunately, rakes 
or groups of hot wires can cause significant flow disturbances 
and are complex to calibrate due to the requirement that each 
probe have its own electrical bridge and calibration coefficients. 

To overcome the limitations imposed by single point mea
surement techniques several full-field measurement schemes 
which use particle imaging or flow marking have been devel
oped. Many of these techniques are capable of delivering instan
taneous fields of scalar and vector quantities. Adrian (1991) 
presented a detailed review of many of these techniques which 
include tomographic interferometry, planar laser-induced fluo
rescence, nuclear-magnetic-resonance imaging, laser-speckle 
velocimetry, particle-tracking velocimetry, and particle imaging 
velocimetry. The possibilities they offer are extensive. The main 
drawback with most of them for use in investigating unsteady 
flow fields is the need for highly-resolved images obtained at 
a rapid rate. Thus far this has required the use of photographic 
film, although highly resolved video array detectors are now 
being investigated that promise to remove this limitation. 

The objective of the present research was to obtain unsteady 
boundary layer profiles using automated processing of hydrogen 
bubble timelines produced by the electrolysis of water at a wire 
placed normal to a test surface. Records of the hydrogen bubble 
lines yield the instantaneous description of the unsteady profile, 
u{y, t). The emphasis was on accurately and rapidly obtaining 
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unsteady integral desriptors of the boundary layer such as the 
unsteady displacement and momentum thicknesses. These 
boundary layer descriptors can be tied to the acoustic excitation 
due to the unsteady velocity field of the boundary layer undergo
ing transition to turbulence (Krane and Pauley, 1995). The 
large quantity of information and unsteady nature of the flow 
made the use of traditional photographic techniques impractical. 
Although observation of hydrogen bubble timelines has been 
used extensively in the past along with traditional photography, 
the focus of this effort was to develop automated digital image 
processing to convert the video pictures to useful velocity in
formation. To confirm their validity the measurements were 
compared with measurements made using a laser Doppler ane
mometer. 

2 Test Flow: An Artificially Generated Turbulent 
Spot 

The driving motivation for developing the present velocity 
measurement technique was the need to characterize the far-
field effects of the unsteady development of turbulent spots. In 
the past, researchers have used fast response probes to study 
artificially initiated turbulent spots, among them Schubauer and 
Klebanoff (1955) and Wygnanski et al. (1982) who have docu
mented the general shape and characteristics of turbulent spots. 
Much is known about turbulent spots. For example, features 
such as the spread angle and the propagation velocity have 
been determined (Fig. 1). Immediately following the spot is a 
"calmed region" characterized by a "full" velocity profile 
which is more stable than the surrounding laminar flow or Blas-
ius profile. The mean velocity profiles in the interior of the spot 
are similar to a turbulent boundtiry layer. Scalar descriptors 
such as the displacement thickness and momentum thickness 
change rapidly within the spot. The maximum height of the 
spot is approximately equal to the thickness of a hypothetical 
turbulent boundary layer which originates at the streamwise 
location where the spot is triggered, and the height of the leading 
interface's overhang corresponds roughly to the thickness of 
the laminar boundary layer (Riley and Gad-el-Hak, 1985). 

There is evidence, mainly from flow visualization, that there 
exist several structures, possibly hairpinlike vortices, within a 
single spot. It has been observed that the number of structures 
increases as the spot convects downstream (Sankaran et al.. 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 3 3 1 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



MAXHEIQtfT 

B) SIDE VIEW 

Fig. 1 The turbulent spot characteristics: (a) in plan view and (b) in side 
view 

1991a, b) . When the averaging is conditioned on either the 
trailing or leading edges of the spot, details associated with the 
internal structures are smeared. Ensemble averaging smears out 
all but the largest scales. Ensemble-averaged data lends itself 
well to obtaining the scalar descriptors of turbulent spots such as 
the arrival time, convection velocity, and unsteady displacement 
thickness. The goal of this investigation was to develop and 
verify the accura'cy of the hydrogen bubble wire technique, 
augmented by digital image processing, as an efficient tool for 
measuring the large-scale characteristics of turbulent spots for 
use in predicting their far-field effects. Previous studies (i.e., 
Lauchle, 1991) have shown that the largest scales are dominant 
in determining the noise production. 

3 Background of Hydrogen Bubble Technique 
E. W. Geller (1954) is recognized as the originator of hydro

gen bubble flow visualization. He observed the evolution of 
gases as he tried to improve upon Wortmann's technique in his 
masters thesis. At the Douglas Aircraft Company D. W. Clutter 
and A. M. O. Smith (1961) developed the technique which 
uses the bubbles produced by electrolysis at a wire as a flow 
marker. A fine wire mounted perpendicular to the flow serves as 
the cathode, or negative electrode, in a DC circuit, and another 
element of a material such as brass or graphite serves as the 
anode. The production of hydrogen occurs on the wire when it 
is excited by an electric pulse. If the polarity is reversed and the 
fine wire is excited as the anode, oxygen bubbles are produced. 
Exciting the wire as a cathode is preferable because hydrogen 
bubbles are approximately half as large as oxygen bubbles and 
serve as better flow tracers due to their smaller buoyancy force. 
By electrically pulsing the wire, hydrogen bubble ' 'clouds'' are 
formed which are swept from the wire by the flow. Milazzo 
(1963) showed that the passage of current occurs immediately 
after the voltage is applied. The resulting thin lines of bubbles 
deform to the shape of the local velocity profile u(y, t). By 

pulsing the wire at a constant frequency, these bubble lines 
mark the flow at constant time intervals known as timeUnes. 

Quantitative analysis of hydrogen bubble timelines was intro
duced by Schraub et al. (1965). They used the technique to 
measure time-dependent velocity fields in low-speed water 
flows. Since Schraub et al. several others have utilized the tech
nique to make quantitative measurements. Davis and Fox 
(1967) used hydrogen bubble wires in clear tubes and Kim et 
al. (1971) applied them in turbulent boundary layers. Lu and 
Smith (1985) reviewed the previous work done using manual 
processing of the images and extended the technique to employ 
automated digital image processing in obtaining turbulence sta
tistics. Lu and Smith (1991) further employed their technique to 
investigate near-wall bursting characteristics. To derive velocity 
information from the timelines, video frames were analyzed. 
The local velocity was established using time-of-flight tech
niques. The local bubble-Une velocity at each y location was 
approximated as 

Ubiy, t) = 
At 

where Ax is the horizontal displacement between any two bub
ble timelines and At is the period of time between wire pulses. 
Applying this method to bubble trajectories at several heights, 
instantaneous velocity profiles were obtained. 

Schraub et al. (1965) outlined several possible contributors to 
uncertainty in the measurements. The present study encountered 
many of the same sources and some additional ones due to the 
incorporation of automated digital image processing. The terms 
which yield a large uncertainty interval, and hence are the domi
nant contributors to the total uncertainty in the velocity, were 
singled out. To obtain the overall error in an instantaneous 
measurement, the error associated with both Ax and At must 
be identified and taken into account. The errors associated with 
At and the scaling factors associated with Ax are negligible 
compared with the errors in Ax itself. Schraub et al. found that 
the potential error in the displacement scaling factor and framing 
speed contributed less than one fifth of the total uncertainty in 
the Ax term. The total uncertainty in Ax is comprised of the 
following factors: 

1 Measuring Ax on film. 
2 Averaging effects in changing velocity field. 
3 Possible displacement of the bubble due to secondary 

velocities {v and w). 
4 Response of the bubbles to fluctuations. 
5 Resolution problems due to finite bubble size and due to 

finite averaging intervals. 
6 Bubble rise due to buoyancy. 
7 Velocity defect behind the bubble generating wire. 

Schraub et al. used manual techniques for measuring Ax. 
They noted that errors exist as a result of human error, friction 
in their film reader, optical distortions, and film-image resolu
tion. An Eulerian velocity field at a point in time and space, Ui, 

Nomenclature 

a = radius of a bubble 
C = constant in wake correction 

(1.7) 
d = diameter of hydrogen bubble 

wire 
g = acceleration of gravity 

H = boundary layer shape factor, 
.5*/0 

t = time 
u, V, w = components of mean velocity 

U - freestream velocity 
Ui, = velocity of a bubble 
Vj, = volume of a bubble 

,y,z = Cartesian coordinate system 
Ax = spacing between bubble lines 
At = time between bubble lines 
6* = boundary layer displacement 

thickness, / " [1 - (u/U)]dy 

699 = location where u = 0.991/ (bound
ary layer thickness) 

f/ = kinematic viscosity of water 
Pf = density of water 
Pg = density of bubble 
0 = boundary layer momentum thick

n e s s , / ; («/I / ) [ l -(u/U)]dy 
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= ui,(,x, y, t), is calculated using the Lagrangian time-averaged 
velocity of marker bubbles over a small time interval. Averaging 
uncertainties arise from the use of a marker method where the 
Eulerian velocity in the flow field at a point in space and time 
uix, y, z, t) is predicted by calculating the Lagrangian time-
averaged velocity of marker bubbles over a small spatial inter
val. Lu and Smith (1985) assumed that the Eulerian velocity 
was equal to the Lagrangian timeline velocity because of the 
limited transit distance between bubble timelines and the rela
tively short averaging time. Their results substantiated this as
sumption. 

Bubble displacement due to secondary velocities (v and w) 
is dependent upon the flow characteristics. Large bubble dis
placements may introduce errors into the estimates of A A: and 
thus u. The hydrogen bubble method assumes that the observed 
streamwise distance between bubble lines results from the true 
;e-direction component of velocity. Lu and Smith (1991) used 
the hydrogen bubble wire technique to study the near-wall burst
ing in a turbulent boundary layer. It might be argued that the 
bursting process is related to (or at least similar in many ways 
to) the formation of turbulent spots and therefore would be 
expected to generate similar levels of three-dimensionality. Lu 
and Smith (1985) have shown that for small differential dis
tances between bubble lines, the much smaller magnitudes of 
the V and w velocity components relative to u have a small 
influence on bubble line deformation. Through comparison with 
accepted boundary layer statistics they showed that the hydro
gen bubble wire technique produces similar results to single hot 
wires at a given measurement location in a turbulent boundary 
layer. Compared to the LDA, both single hot wires and the 
hydrogen bubble technique exhibit some error due to secondary 
velocities. The present data are, therefore, comparable to that 
which can be obtained with a rake of many closely-spaced 
single hot wires. 

Uncertainties in Ax arise because the bubbles do not respond 
instantaneously to changes in the fluid velocity surrounding it. 
According to Davis and Fox (1967) a bubble leaving the wire 
takes 0.1 ms to attain a velocity of 98 percent of the fluid 
velocity. It is a good approximation, therefore, to neglect this 
error source. To correct for the wake effects of the wire, Lu 
and Smith (1985) utilized an equation for wake defect given 
by Abemathy et al. (1977), 

u \d 

where u is the true fluid velocity, Ub is the measured bubble 
velocity, x is the distance of the bubble from the generating 
wire, d is the wire diameter, and C is a coefficient which depends 
on both the local Reynolds number and the wire drag coefficient. 
Lu and Smith (1991) found C = 1.7 to yield a reasonable fit 
of the data from their water channel facility for a wire diameter 
Reynolds number of 3.6. Our Reynolds number, which ranged 
from 6.7 to 9.9, is of similar magnitude so we adopted their 
value for this coefficient. They note that this corrected velocity 
is not a true instantaneous velocity due to use of the Taylor 
hypothesis which assumes that the corrected Lagrangian time
line velocity reflects the local Eulerian velocity. They further 
state, however, that the limited transit distance and short averag
ing time results in close agreement with accepted hot-wire probe 
data for turbulence statistics, evidence which supports the valid
ity of using this hypothesis. 

The choice of electrode size, material, and location contri
butes to the success of the hydrogen bubble technique. Matsui 
et al. (1977) studied the effects of electrode material and elec
trode size to determine the effects on the production of hydro
gen. They experimented with two wires, a 30 //m diameter 
platinum and a 10 /xm tungsten wire. On the 30 /xm wire, 
extremely small, densely spaced bubbles were generated at the 
surface. Neighboring bubbles combined into larger ones, and 
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Fig. 2 Aerospace engineering laminar flow water channel 

in the course of time the number of bubbles decreased. Their 
sizes were not uniform, being 0.5 to 1.5 times the diameter of 
the wire. The 10 /xm wire was quite different; bubbles generated 
near the wire were evenly distributed and did not coalesce. 
They noted that the bubble size remained fairly uniform and 
concluded that in a low speed flow a sufficiently thin generating 
wire is superior for generating the smallest bubbles. In addition, 
these bubbles are least affected by buoyancy. Matsui et al. 
(1977) obtained the best results using tungsten wire. Lu and 
Smith (1991) obtained good results using a 20 /xm diameter 
platinum wire. 

Schraub et al. (1965) noted that the material used to make 
bubble generation wires is not critical except with respect to 
corrosion and fragility. Stainless steel wires are usually strong
est and easiest to handle. Platinum is usually preferred because 
it does not corrode, and it appears to accumulate dirt less rap
idly. Due to experimental considerations, the material chosen 
for the present experiments was stainless steel wire because of 
its strength. Two wire sizes were tested to optimize perfor
mance, 50 pm and 25 /xm. The 25 nm stainless-steel wire was 
not strong enough to handle the force of the oncoming flow 
and yielded regardless of tension. The 50 /xm wire held its 
perpendicular position and produced bubbles which were suffi
cient to produce a sharp image in the video. 

4 Facility: Open Surface Laminar Flow Water 
Channel 

The tests were conducted in a closed-circuit, open surface 
laminar flow water channel. Details of the flow loop are shown 
in Fig. 2. Further details can be found in Krane and Pauley 
(1995). Turbulent spots were generated by an impulsive jet 
ejected from a small hole in the test plate. A 0.5 mm hole 
located 53 cm from the leading edge was fed by a peristaltic 
pump driven by a stepper motor under computer control. The 
pulse strength for the jet was determined using flow visualiza
tion with a fluorescene dye sheet on the test surface. The small
est jet capable of consistently triggering the spots was chosen. 

LDA surveys revealed the quality of the baseline flow in the 
test section. Figure 3(a) shows good agreement between the 
centerline laminar boundary layer profile and the Blasius solu
tion. The minimum physical spacing from the wall for the clos
est data point was 0.032 cm for this profile and for all LDA 
results reported in this paper. An upper bound on the turbulence 
intensity of the freestream flow was found to be 0.3 percent 
(the noise threshold of our LDA system). In addition, there 
were regions of wall contamination which spread at approxi
mately 10° from the wall, limiting the area over which a laminar 
boundary layer existed on the test surface. The sidewall contam
ination limits the measurement of turbulent spots to the up
stream 2 meters of the test plate. However, the freestream veloc
ity was found to have very good streamwise and spanwise uni
formity in this region. The ensemble averaged profiles reported 
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Fig. 3 (a) and (b) Qualification of the flow facility using LDA measure
ments: (a) velocity profiles cast in similarity coordinates at several x-
locations compared to the Blasius solution and {b) convergence of the 
ensemble averaged velocity 

in this paper were obtained using 30 realizations of the turbulent 
spots. Figure 3(b) shows the convergence of an ensemble aver
aged velocity in the flow for an increasing number of realiza
tions. In this figure, the ordinate is the time average of the 
absolute value of the difference between the average of n sam
ples and the average of n — 1 samples. Acceptable convergence 
is achieved after 30 realizations. 

The hydrogen bubble wire is held normal to the test surface 
using a removable port plug mounted in the test plate which 
contains an electrically-insulated attachment. The wire is sealed 
at the test plate. The wire is held above the test section by 
a mount which provides the important capability to set and 
continually maintain a constant wire tension. The maintenance 
of constant tension is critically important since the wires quickly 
decay and stretch during use. In these experiments no sodium-
based electrolytes were added to the water to enhance bubble 
production, a common practice, due to concerns about corrosion 
of the aluminum test fixtures which was a severe problem. 

Lighting was provided from the side of the test section oppo
site the camera. Many orientations of the light source were tried. 
It was found that positioning the light at approximately 45 
degrees off-axis in a forward scatter orientation, pointing down
stream, provided the best lighting for the procedure. A 150-
watt arc lamp was focused into a circular beam and a convex 
lens was used to concentrate the light on a small region of 
interest in the boundary layer. In addition, a second 150 watt 
floodlamp was oriented 45 deg off-axis pointing upstream, to 
fully illuminate the wall region. The lighting scheme that was 
used is shown in Fig. 4 (a ) . 

The technique employed to obtain hydrogen bubble lines was 
similar to that of Schraub et al. (1965) and Lu and Smith (1985, 
1991). However, their electronics were replaced at the logic 
level by a computer-resident interface card and associated soft
ware. One important constraint that was placed on the system 
was to limit the voltage applied to the electrical circuit to 100 
volts for safety reasons. It was generally observed that higher 
voltages are always better and therefore the voltage is limited 
by other considerations such as the maximum current that can 
be passed through a small wire without it burning up and by 
safety. For our chosen maximum voltage, the duration of the 

wire pulse signal was chosen to obtain the sharpest line of 
bubbles possible while generating a sufficient bubble density to 
produce an image which registered on the video camera. The 
ideal pulse duration fell in a range from 1 to 9 ms depending 
on flow velocity. 

The video taping and bubble production must be in synchro
nous operation. A schematic of the system used is shown in 
Fig. 4(Z7). At each new video frame the bubble line must be at 
the same "growth" stage. In order to achieve this coordination 
the camera must trigger the bubble production (i.e., the video 
camera records an event which it triggers). The video camera, a 
SONY video 8 Handycam/pro, delivers an National Television 
Standards Committee (NTSC) composite video signal. The 
video signal from the camera is filtered by a bandpass filter to 
produce a trigger signal for use in initiating the wire pulse. The 
video signal from the camera triggers a MetraByte DAS-16 
multifunction high speed analog/digital, input/output, expan
sion board installed in an IBM PC AT personal computer. The 
DAS-16 generates a 5-volt pulse which excites a solid state DC 
relay. The solid state relay energizes a 95-volt DC source to 
pulse the bubble wire. Finally, the bubbles due to the pulse are 
recorded by the video camera which had originally triggered 
the event and the "cycle" begins again. This cycle takes place 
at the camera's framing rate of 30 Hz. The shutter speed of the 
camera is -JTO of a second which freezes the image. 

5 Digital Image Processing Hardware 

An image processing system made by Data Translation Inc. 
was used to convert videotape of hydrogen bubble images into 
digital arrays. The processing hardware included a DT2871 
Color Frame Grabber, a DT2869 Video Decoder/Encoder, and 
a DT2858 Auxiliary Frame Processor board. All were operated 
by a Dell Corp. 386-based personal computer. The DT2871 
Color Frame Grabber captures and displays images in real time. 
On this board an image is stored in three separate 512 X 512 
X 8 bit buffers, one for hue, one for intensity, and one for 
saturation. The DT2869 then converts the NTSC composite 
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color video signal into an RS-170 RGB format. The DT2858 
Auxiliary Frame Processor works in conjunction with the 
DT2871 to perform mathematically-intensive operations on in
dividual frame buffers at high speeds, greatly accelerating exe
cution time. Each image requires 1 Mbyte of memory. 

For the hydrogen bubble technique to work, each frame must 
be analyzed individually. The Sony camera has a freeze frame 
and frame advance capability. Unfortunately, when such cam
eras freeze an image the synchronization information needed to 
convert the NTSC composite video into the RS-170 format is 
lost. The vertical and horizontal synchronization information 
contained in video signals is critical in forming a high quality 
image. When the sync pulses are missing, the image can exhibit 
problems such as skewness and jitter. To provided the expected 
signal format from the camera to the frame grabber an IDEN 
IVT-7 Time Base Corrector (TBC) was used. The TBC strips 
the incoming sync information from the video signal and re
places it with an RS-170 RGB sync signal in order to match 
the DT2871 requirements. The TBC also has a frame/field 
freeze feature to enhance the image by removing jitter and/or 
skewness and a quality image is captured and prepared for 
manipulation to obtain the desired flow description. 

6 Image Processing Procedure 
To obtain velocity profiles the locations of the edges of each 

timeline must be established and the corresponding distance 
between the timelines must be calculated. There are several 
techniques which may be used to detect the edges in an image. 
Vertical line enhancement is a technique often used to highlight 
lines that are one pixel wide. This technique is not effective for 
hydrogen bubble lines, however, because the bubble timelines 
are generally several pixels wide. Optimal thresholding is a 
technique which statistically analyzes a histogram of the inten
sity values in a region of interest. The problem with this tech
nique is that non-uniformity in lighting the boundary layer re
gion extending from the wall to the freestream leads to situations 
where noise in the freestream has a higher intensity than the 
timelines in the wall region; if a threshold is set for the wall 
region, the software responds to noise in the freestream, generat
ing substantial error. The best results are obtained using a gradi-
ent/Laplacian method which utilizes the intensity distribution 
across a row of pixels at a single height above the wall. This 
process locates the edge of a bubble line by computing the 
maximum negative intensity gradient. This maximum occurs at 
the leading edge of the bright timeline on the dark background. 

Coefficient or "convolution" masks (digital filters) were 
used to obtain weighted quantities and gradients. Each element 
in the pixel neighborhood, A - I (Fig. 5 (a) ) , was multiplied 
by its respective weighting coefficient, W1 - W9 (Fig. 5{h)). 
The result of this multiplication replaces the value at the center 
of the mask, hj, i.e.: 

hj = WiA + WiB + WiC + W^D + W^E + 

W(,F + WnG + Wg// + W^I 

For example, a low pass filter mask operates simply by multi
plying each neighbor by 1, adding them, and dividing by the 
number of neighbors (neighborhood averaging). Gradient 
masks of the Sobel operator type were used. The first derivative 
was obtained using the 3 X 3 Sobel operator shown in Fig. 5 (e). 
It smooths noise and provides the gradient in the x direction. The 
Sobel operator is essentially a central difference method. The 
weighting of the Sobel operator increases the smoothing of the 
neighboring pixels making the derivative less sensitive to noise. 
Weighting the pixels closest to the center yields additional 
smoothing (Gonzalez and Wintz, 1987). The second derivative 
mask (Fig. 5 ( / ) ) is a simplified Sobel operator which is also 
a central difference scheme. Lowpass filters, or averages, were 
chosen over median filters because they smooth the intensity 
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Fig. 5 (a-f) Coefficient masks for image processing 

distribution while leaving the overall shape of the distribution 
unchanged. Median filters present the possibility of altering the 
overall shape of the distribution especially at the edge locations. 

The intensity distribution across a row of pixels in an image 
has a sinusoidal shape (Fig. 6(a) ) . The high intensity represents 
a bright bubble-line and the low intensity represents a dark 
background. Each row of the intensity buffer was lowpass fil
tered using the mask in Fig. 5{d). The gradient across a row 
was taken using the mask in Fig. 5(e). Taking the derivative 
of the gradient, or the second derivative of intensity, yields the 
position where the maximum of the first derivative is located. 
This position is the leading edge of a timeline. Since noise 
components also yield gradients, the software might recognize 
these noise components as timeline edges. This problem is re
solved by recognizing that the gradient at a timeline edge is 
much larger than the gradient of a noise component. The mean 
magnitude of the gradient across a row was calculated and each 
pixel tested against it. If the value was above the mean, it 
remained unchanged. If the value was below the mean, it was 
set to zero (Fig. 6{b)). This is known as threshold filtering. 
Manual inspection of several cases confirmed that the gradients 
due to noise fell beneath the mean value threshold. With this 
"cleaned" gradient distribution, another derivative was taken 
to yield the maximum values using the mask in Fig. 5 ( / ) . 

In order to calculate the velocity profile, the first three bubble 
lines are considered. The most upstream bubble line in every 
frame is a cloud of bubbles still attached to the wire. The second 
is free of the wire but has not yet moved through a complete 
interval at the time of the exposure. The time interval between 
the bubble line still attached to the wire and the first bubble 
line downstream is unknown due to the complexity of the bubble 
formation and shedding process. The interval between the sec
ond and third timelines is a complete ^ s, the framing rate of 
the camera, therefore, these lines are used to determine theve-
locity. An additional incentive for using the second and third 
lines rather than trying to utilize the first line is that the error 
due to the wake of the wire is most pronounced just after the 
wire. The second and third lines are beyond the region strongly 
affected by the wire. 

Images were sent individually to the frame grabber using the 
camera frame advance capability. Once the edge points were 
found by the software the edge pixels were assigned a value 
corresponding to black or white. Since there are discontinuities 
in this trace of the edges due to lighting irregularities, another 
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lowpass filtering was performed using the mask in Fig. 5(c) , 
leaving a continuous profile. Measuring the distance between 
the second and third lines was achieved by counting the pixels 
between the two and applying the correct pixel scaling to obtain 
the true distance. 

Velocity was measured using a time of bubble flight tech
nique. The measured bubble velocity, MJ, was corrected for wire 
wake effects using the correction scheme described previously. 
This procedure yielded the instantaneous streamwise velocity, 
u(y, t). In the region very close to the wall ( 0 - 4 mm) lighting 
nonuniformity was a problem and the processing software had 
difficulty interpreting the bubble timelines. Also in this region 
bubble buoyancy was a problem. Schraub et al. (1965) showed 
that bubble buoyancy effects are important when the ratio of 
the bubble rise velocity to the local flow velocity is below ^. 
It was found that the ^th velocity criteria is reached at approxi
mately the height above the wall below which the lighting be
comes too faint for the software to detect the timelines. The 
lighting and buoyancy problems were both eliminated by replac
ing the measured profile between the wall and the ^th criteria 
point with a least-squares third-order polynomial fit (see further 
discussion below). 

7 Results and Discussion 

Falkner Skan Velocity Profile Test. To obtain an estimate 
of the accuracy possible using the image processing procedure 
with "perfect" bubble lines a known profile was plotted on 
paper, videotaped, and then processed using our procedure. This 
scheme isolated the uncertainty due to the digital image pro
cessing procedure from that due to irregularity in bubble genera
tion or due to wire interference. This established the best possi
ble performance using our camera and the magnitude of the 
error due to limitations in the resolution resulting from finite 
pixel spacing. A Falkner Skan similarity solution was used as 
a test case. The flow chosen was that for a flow against a wedge 
of half angle -nil. The comparison between the known solution 
and that predicted by the reduction scheme was quite good with 
an average error of 1.5 percent (Fig. 7) . At distances from the 
wall greater than 0.1 cm, the error was less than ±1 percent. 
Below 0.1 cm the technique loses accuracy because several 
time lines mesh together, causing difficulty in distinguishing 
individual lines. 
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The distance between two bubble lines in this test profile 
ranged from 110 pixels at the outer edge of the boundary layer 
down to zero pixels near the wall. Therefore, the penalty for 
not resolving the true edge of any timeline to a precision greater 
than one pixel is much larger when the region of interest is near 
the wall. In the actual experiments the camera field of view was 
dictated by the expected size of the unsteady turbulent spot. It 
was required that the camera field of view extend to approxi
mately 4 cm above the plate to ensure that an entire turbulent 
spot could be captured in one picture. This requirement limited 
the option of magnifying the image to obtain a greater number 
of pixels between timelines. The magnification chosen yielded 
a y-scale of 0.012 cm/pixel and an x-scale of 0.016 cni/pixel. 
Pixel resolution between timelines in the actual images ranged 
from 32 pixels at 15 cm/s to 48 pixels at 22 cm/s in the free-
stream. This resolution leaves an error band of approximately 
2 -3 percent. If the scope of this study were only laminar pro
files, the region of interest would have been about 2 cm high, 
and a near doubling of the resolution described above would 
be possible. 

Analytical Uncertainty Analysis. In addition to the uncer
tainty in measuring Ax due to the limited number of pixels 
available, which was detailed in the previous section, an esti
mate was made of the potential uncertainty in tracking bubbles. 
Lu and Smith (1985) showed that the Eulerian field velocity 
equals the Lagrangian time-averaged velocity due to the short 
distance and averaging time. In addition, uncertainty due to 
limitations in the response of bubbles to fluctuations was shown 
by Davis and Fox (1967) to be negligible. The response of the 
bubbles to buoyancy, however, cannot be neglected. Schraub 
et al. (1965) suggested the use of a correction when the vertical 
rise velocity divided by the local mean velocity was above ^. 
They also determined that the bubble diameter ranged from \ 
to 1 wire diameters. Based on one wire diameter of 50 /^m, the 
terminal rise velocity for the present experiments was calculated 
at 0.0014 m/s. Therefore, when the mean velocity, u{y,t), fell 
below 6.8 cm/s, a third order polynomial least-squares fit was 
employed to fit the profile down to the wall. 

The choice of the third-order polynomial fit was based on the 
work of Lu and Smith (1991). They showed that the simplest 
minimum function which fits the time-dependent velocity be
havior in the wall sublayer is a third-order polynomial. This 
function provides for a Hnear profile near the wall and instanta
neous fluctuations in both the streamwise pressure gradient and 
its gradient normal to the wall. They determined that this fit 
gave good agreement with published data for the law-of-the-
wall region in a low-Reynolds-number turbulent boundary 
layer. The three constants were determined using a best-fit curve 
through twelve points. The first point was located at the wall 
{y = 0) . The second point was located where the bubble rise 
velocity was ^th of the local flow velocity. The remaining ten 
points corresponded to the next 10 pixels above the ^th criteria 
point. Using points stretching up into the profile provided for 
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a curve fit that matched the slope of the profile near the ^th criteria 
point. Results for the laminar profiles show that the curve fit 
adequately corrected for the buoyancy effect near the wall. 

To quantify the error associated with the trajectory of the 
bubbles due to buoyancy, averaging effects, and the response 
of bubbles to the flow dynamics, an analytical study was per
formed. The study involved tracking a line of bubbles in a 
known flowfield. It was assumed that the bubbles do not modify 
the flowfield. Twenty bubbles were tracked for a time interval 
of 13 seconds. This produced a data set similar to that obtained 
from digitizing a photograph in an actual experiment. The time 
interval used to compute the velocity was ^ seconds. From the 
analytical bubble field the indicated velocity was found using 
the horizontal distance between the two bubble lines. The re
sulting velocity profile was compared to the analytical velocity 
profile used to calculate the flowfleld through which the bubbles 
had been propagating. 

The analytical model of a bubble in an unsteady flow follows 
from the studies of Maxey and Riley (1983) and Hoffman 
(1988). The vector equation for the trajectory of a rigid, spheri
cal bubble in an unsteady flow is as follows: 

at 

Du 
Pf)g + Pf^h — + GnpfUfUiu Ub) 

(1) (2) (3) (4) 

1 I Du dUb 

(5) 

where Vb is the bubble volume, Uh is the bubble velocity, pi, 
and p/are the bubble and fluid density respectively, i//is the fluid 
viscosity, a is the bubble radius, and u is the given flowfield. The 
rate of change in the position of the bubble is used to predict 
the velocity of the bubble using the expression Ub = dxbldt. 
The significance of each term in the equation above is: 

1 Mass of the particle times its acceleration. 
2 Buoyancy term. 
3 Force due to the pressure gradient in the fluid surrounding 

the bubble, caused by the acceleration of the fluid. 
4 Viscous resistance of the spherical bubble. 
5 Force required to accelerate the "added mass." 

The assumptions are that the bubble is rigid and retains its 
shape. The bubble is also assumed to be a solid sphere which 
allows the use of the Stokes drag term. Since this part of the 
analysis is an estimate only, the above method is suitable to 
establish a best-case accuracy estimate for the velocity calcula
tion. 

The expression above was used to track bubble trajectories 
using an iterative scheme. Bubble paths were calculated through 
a 13 second travel time employing sixty time steps. Twenty 
bubbles were given initial positions from zero for the first bub
ble near the wall to 7,6 cm away from the wall, each spaced 2 
mm apart. A contrived flowfield was devised to simulate an 
unsteady velocity profile passing the wire. The perturbation is 
sinusoidal and is roughly similar to that which would result from 
the passage of a convecting spanwise vortex. The streamwise 
velocity component was altered with a vertical component with 
a magnitude 17 percent as large. The function describing this 
velocity field is 

V = Ciy"x"^ —^ (1 + C2 cos ( w 0 ) 4 

- — y " + ' x - " ' — (1 + C2 cos (wO)e„ 

The constants were chosen to roughly match the upstream por

tion of a passing turbulent spot. The constant Cj was set to 
match the experiment freestream velocity at the outer edge of 
the profile. The constant C2 matches the magnitude of the time-
dependence, D is the vortex diameter, and the frequency, w = 
7r/4 1/s, matches the period of the time dependence. The con
stants n and m determine the shape of the profile and its spatial 
development by controlling the dependence on x and y. 

Four test cases were run for representative perturbation mag
nitudes at a freestream velocity of [/ = 0.19 m/s. The results 
obtained by processing the bubble locations were compared 
with the known analytical profile. Complete details of this study 
can be found in Bruneau and Pauley (1992). In summary. Case 
1 spanned the time interval from 0 to ^ seconds and resulted 
in an error that ranged from 0.4 percent in the freestream to 0.5 
percent near the wall. The error in 8* was 0.37 percent. Case 
2 spanned a time interval from 29/30 to 31/30 seconds, chosen 
to cause the cosine term to change sign at mid time interval. 
The velocity error ranged from 1,3 percent in the freestream to 
0.3 percent near the wall. Case 3 spanned the same time interval 
with stronger time dependence. The error in the resulting veloc
ity varied from 0.9 percent in the freestream to 0.02 percent 
near the wall and the error in the displacement thickness was 
0.36 percent. To provide a stringent test of the method. Case 
4, which spanned the interval from 0 to 13 seconds, was run to 
simulate a strongly adverse streamwise pressure gradient ap
proaching boundary layer separation. The resulting error varied 
from 3.5 percent in the freestream to 1.7 percent near the wall. 
The error in 6* remained quite low, however, at 0.12 percent. 
It was observed that even with instantaneous local velocity 
errors of 3-5 percent, the error in the integral quantity, 6*, was 
much less. The ability of integration to offset some of the error 
which results from the use of differencing and the ability to 
obtain instantaneous integral parameters is a significant benefit 
provided by this hydrogen bubble wire technique. 

Hydrogen Bubble Technique Versus LDA in a Laminar 
Boundary Layer. The technique was tested in the laminar 
flow facility through a range of velocities. It is constrained by 
limits in operational parameters, namely wire voltage, current, 
and pulse duration, which dictate the velocity interval where 
accurate bubble response to the fluid is obtained. At low flow 
velocity, bubble buoyancy limits the potential accuracy. At high 
flow velocity, bubble clouds exhibit excessive spreading. As 
bubbles of varying size are created and swept off of the wire 
at high speeds, the various sized bubbles are affected in different 
ways, causing spreading. This spreading contributes to uncer
tainty in interpreting the edges of the bubble lines. It was found 
that spreading and buoyancy were the two major limitations in 
addition to the pixel resolution of the image processing system. 

It was desired to establish a lower limit on the allowable 
freestream velocity. When the ratio of the bubble rise velocity 
to mean local fluid velocity near the wall approaches ^ there 
is unacceptable distortion in the profile. From this height down 
to the wall a curve fit was needed. With a freestream velocity 
of 15 cm/s, the point at which curve fitting began was approxi
mately 4.5 mm (approximately 12 percent of the boundary 
layer). Lowering the velocity further entails curve fitting a 
larger portion of the profile which would introduce considerable 
potential error in the integral quantities of interest. An additional 
problem arising from very low freestream velocities was a ten
dency toward significant coalescence of the bubbles originating 
at the base of the wire. This coalescence of bubbles resulted in 
the timelines grouping together and "climbing." This mass of 
bubbles is generated in the low velocity portion of the boundary 
layer where the bubble vertical rise rate is predominant. The 
software indicates zero velocity when the lines merge due to 
the fact that it is looking for the separation of the timelines. 

The upper end of the allowable velocity range is dictated by 
the velocity at which the spreading of the bubble lines hinders 
resolution of the edge. Varying the pulse duration between 1 
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Fig. 8 (a-c) Evaluation of liydrogon bubbie results for 19 cm/s case 
{At = ~ s). (a) Instantaneous hydrogen bubble versus LDA, {b) time-
averaged hydrogen bubble versus LDA, (c) hydrogen bubble integral 
parameters versus time. 

and 10 ms revealed that there was not a linear relationship 
between the pulse duration and the width of the bubble cloud. 
The bubble line width changes slightly while the density of the 
bubble cloud changes dramatically. Best results are obtained 
when the pulse duration is increased with velocity in order to 
make the bubble clouds more dense and less sensitive to spread
ing. Above 22 cm/s, however, the combination of voltage and 
current available to produce hydrogen gas at the wire was essen
tially exhausted as the spreading could not be overcome by 
increasing the pulse duration. The spreading of the bubbles in 
the freestream lead to severe lighting non-uniformity as bubbles 
of varying size were exposed to varying buoyancy forces. To 
overcome this limitation the next step would be to increase the 
voltage. With the 100 volt limit the technique is effectively 
limited to a range of freestream velocities between 15 and 22 
cm/s. 

Instantaneous and time-averaged hydrogen bubble velocity 
profiles were compared to time-averaged LDA surveys for a 
laminar boundary layer. The LDA surveys used for this compar
ison were comprised of data taken at 30 heights above the wall 
and were averaged over 30 seconds. A typical instantaneous 
hydrogen bubble profiles for 19 cm/s is shown in Fig. 8(fl). 
The results indicate freestream velocity errors of approximately 
±5 percent and substantially larger errors (approximately 10 
percent) near the wall (but above the region of the third-order 
polynomial fit). Lu and Smith (1985) observe similar uncertain
ties and report ±5 percent at y"̂  = 165 and ±20 percent very 

near the wall. Time averaging of the results decreased the error 
for all test velocities. The time average for the 19 cm/s case is 
shown in Fig. S(b). For the time-averaged profiles the 
agreement between the hydrogen bubble wire results and the 
measurements made with the LDA are better than ±2 percent. 
The instantaneous integral parameters were also investigated. 
Figure 8(c) shows the comparison of integral parameters be
tween the instantaneous and time-averaged hydrogen bubble 
technique and the time-averaged LDA measurements at 19 cm/ 
s. In a laminar flow the integral parameters should remain con
stant. However, fluctuations were observed due to non-uniform 
bubble production and due to the curve fit near the wall. The 
RMS of these fluctuations is typically 5 to 10 percent. 

Hydrogen Bubble Technique Versus LDA for Measuring 
Turbulent Spot. Laminar profile tests established the accu
racy of the method and its velocity range. The next step was 
measuring the flow field during the passage of a turbulent spot, 
a transient event. The velocity profiles vary from laminar to 
nominally turbulent and then back to laminar. During this turbu
lent spot passage the hydrogen bubbles which track the flow 
encounter complex velocity profiles. Because of the strong ve
locity gradients, this test case is a challenging application of 
the hydrogen bubble technique. 

It was found that the technique needed to be modified some
what for highly unsteady flows. The criteria for fitting the por
tion of the velocity profile with velocity magnitude below ^th 
of the freestream velocity was modified. The original adaptive 
technique proved to be unsatisfactory because deformed profiles 
met the ^th criteria at various y locations within the region of 
interest, often far from the wall, while other profiles did not 
meet the criteria until very close to the wall where the lighting 
intensity was too weak for good resolution. To overcome these 
limitations the region fit by the profile was fixed at a set height 
corresponding to the location where the ^th criteria was met 
by the undisturbed laminar profile. This was also close to the 
height where the lighting became too dim for the image pro
cessing software to recognize timelines (about 2.5 mm from 
the wall). Since the region of interest stretched to 3.65 cm, the 
curve-fit area made up only 6.8 percent of the entire profile. 

The goal in using the hydrogen bubble technique to investi
gate turbulent spots was to obtain instantaneous measurements 
of the displacement thickness, 6*, versus time for individual 
spot realizations using the measured profiles. Of the three speeds 
tested with laminar profiles, the freestream velocity of 19 
cm/s yielded the least error in the 6* calculation. For this reason 
it was chosen as the speed for investigation of the turbulent 
spot. The centerline port at J: = 1.75 m from the leading edge 
was chosen as the location to position the wire. To keep the 
post-processing time to a minimum, it was desirable to delay 
the data processing until the disturbance had propagated from 
the turbulent spot generator to near the measurement location. 
The experimental control was set to begin pulsing the hydrogen 
bubble wire six seconds after the turbulent spot was generated 
and to end approximately 8.5 seconds later. This time interval 
covered the most dynamic portion of the spot passage. The 
duration of the entire spot passage was about 25 seconds from 
laminar profile back to laminar profile. The total processing 
effort included 250 frames per spot (each ^th of a second apart) 
for a total of 7500 frames. 

LDA data was obtained for use in validating the results ob
tained using the hydrogen bubble technique. Forty turbulent 
spot realizations were generated and measured at each of 22 
y locations. Ensemble averaging was performed based on the 
actuation of the spot generator. From the ensemble-averaged 
velocity u(y, t) the displacement thickness <5*(0 was calcu
lated. A similar ensemble averaging procedure was performed 
using 30 hydrogen bubble realizations. The results of this com
parison shown in Fig. 9 demonstrate good agreement between 
the two techniques. The results at two times during the develop-
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Fig. 9 Ensemble-averaged S* versus time for hydrogen bubble and LDA 

ment were chosen for detailed further investigation, t = 7.6 and 
9.75 seconds. At / = 7.6 seconds the hydrogen bubble technique 
indicates an upward trend in the displacement thickness while 
the LDA shows a downward trend. At f = 9.75 seconds the 
hydrogen bubble method yielded a higher value of maximum 
6*. Inspection of the ensemble-averaged velocity profiles from 
the two methods at these times helps in understanding the dis
crepancy (Figs. 10(a) and (b)). From the comparison of the 
two velocity profiles in each figure, it is evident that the hydro
gen bubble method is susceptible to the severe gradients within 
the spots. 

Figures 11 ( a - / ) illustrate the deformation of the timelines 
around t = 9.75 seconds. Figure 11(a) shows laminar flow 
timelines for comparison with the remaining video images. The 
next four images (Figs, ll(b-e)) are sequential video images 
from one realization (spot #1). The last image (Fig. 11 ( / ) ) is 
the processed video image corresponding to Fig. 11 (e). In each 
case, there is variation in the distance between the timelines, 
from the freestream to the wall. This variation in Ax with 
height results in the distorted velocity profiles. The quality of 
the timelines remains good—The timelines retain their bubble 
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Fig. 10 (a) and (b) Hydrogen bubble and LDA ensemble-averaged veloc
ity profiles at f = 7.6 and 9.75 seconds 

Fig. 11 (a-f ) Actual sequential video frames near 9.75 sec. for turbulent 
spot passage: (a) laminar flow timelines (for comparison); timelines at 
(b) 9.73, (c) 9.77, (d) 9.80, and (s) 9.83 s (f) processed video image at 
9.83 s 

density and do not experience significant bubble spreading. The 
likely difficulty at these two locations arrises from not measur
ing instantaneous Lagrangian velocity of the bubbles but instead 
using averaged values over the interval. Ensemble-averaging 
captures the large-scale fluctuations in the flowfield but fails to 
yield information about the substructures within. In order to 
obtain a definitive analysis of the difference in results, a second 
technique to measure instantaneous velocities would need to be 
developed for comparison with the hydrogen bubble method. 

Investigation of the instantaneous traces of 6* from the hydro
gen bubble method versus the LDA ensemble average result 
shows that each spot not only follows the overall scales de
scribed by the averaged results but also the individuality of 
each spot (Figs. 12(a) and (b)). It is evident that there is a 
histogram of peaks, arrival times, periods, and sharpness. The 
data in these plots is raw data and has not been filtered in 
any way. Each spot has substantial fluctuation throughout the 
realization; it was found that for the 19 cm/s laminar case, the 
rms about the mean S* value was approximately eight percent. 
For the turbulent spots the rms in the instantaneous traces is 
considerably greater than twelve percent. 

It is unclear whether the fluctuations in the hydrogen bubble 
results are due primarily to uneven bubble formation or if the 
fluctuations represent the substructures within the spot. The 
fluctuations in the displacement thickness observed in the lami
nar boundary layer suggest that the method itself is a substantial 
contributor to the rms in the signal. Clearly these results suggest 
that the practice of ensemble averaging has a significant poten
tial for missing high-frequency, small-scale fluctuations that 
could significantly modify the instantaneous local displacement 
thickness. Fortunately for the study of boundary layer transition 
noise, these are known to be inefficient producers of noise. This 
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Fig. 12 (a) and (b) Instantaneous S* versus time for selected turbulent 
spots using hydrogen bubble technique. Spots (a) # 10 and (b) 20 of the 
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high-frequency unsteadiness must be considered whenever this 
technique is to be utilized. 

8 Conclusions and Recommendations 
The results obtained in this study both analytically and exper

imentally show that the hydrogen bubble method is a valid 
technique for flow measurements. The analytical error estimates 
compared reasonably well with the experimental results sug
gesting that the dominant sources of error have been accounted 
for. The hydrogen bubble wire method is very sensitive to the 
pixel resolution between timelines. It is also sensitive to severe 
gradients within the turbulent spots. The allowable operating 
velocity is constrained by bubble buoyancy effects for the low 
velocities and by spreading of the bubble timelines at high 
velocities. These limitations could potentially be expanded ei
ther way by adjusting the electrical conditions of the apparatus 
itself, particularly by allowing the use of higher voltages. 

An analytical study using a laminar boundary layer profile 
substantiated the claim that the Eulerian field velocity can be 
represented by the Lagrangian time-averaged velocity of the 
bubbles. The instantaneous velocity results calculated at all ve
locities and time intervals yielded a maximum error of 5 percent 
in the freestream to 10 percent near the wall. The integral param
eters showed fairly good consistency but exhibited sensitivity 
to either bubble generation non-uniformity or the curve-fitting 
procedure down by the wall, as the rms about the means was 
about 5-10 percent for a laminar boundary layer. The i5* values 
in the turbulent spot passings yielded localized inconsistencies 
with the ensemble-averaged LDA results. The hydrogen bubble 
method deviated from the LDA results during periods of very 
large gradients in the boundary layer profile as might be ex
pected. 

It is not clear whether the LDA ensemble averaging scheme 
smears out the overall magnitude of the peaks in 5* or whether 
the hydrogen bubble method accentuates the peaks due to its 
error band. A second instantaneous velocity profile measure

ment scheme is not presently available. It can be concluded that 
the errors due to buoyant motion of the bubbles deep in the 
boundary layer were successfully removed by implementing a 
third-order least-squares curve fit near the wall. One enhance
ment which might significantly improve the response to un
steady flow fields would be speeding up the pulse frequency, 
as long as the timelines fully detach from the generating wire. 
However, if any of the parameters are changed, many other 
parameters such as voltage, current, or pulse duration must also 
change. As an example, closer spacing of the timelines would 
further exacerbate the limitations in accuracy due to the avail
able pixel spacing. This in turn would make a higher resolution 
camera necessary. 
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Theoretical Study of a Laminar 
Jet in a Double-Diffusion 
Environment* 
The flow field development associated with the injection of negatively, neutrally, and 
positively buoyant fluid layers into a stratifled environment was analyzed in this 
study. The analysis considered two-dimensional (horizontal slot) fluid injection under 
laminar conditions in either temperature-stratified, salinity-stratified or double-diffu
sive stratified environments. The major features characterizing the buoyant layer 
development were identified. A numerical model, which integrates in a local reference 
frame the equations governing mass, momentum, heat and salinity fluxes, was devel
oped. The model was used to examine the characteristic flow patterns for the two-
dimensional buoyant discharges of interest in this study. It was also possible to show 
that double-diffusion effects may significantly influence the development of initially 
neutral fluid layers and cause a certain vertical deviation. 

1 Introduction 
The injection of buoyant fluid layers into a stratifled environ

ment is a common feature in environmental and industrial prob
lems. The natural water bodies receiving the liquid waste are 
usually subject to nonuniform temperature and salinity profiles 
and the fluid is normally injected under turbulent conditions. 
The environmental impact of the discharged pollutants depends 
on the efficiency of the mixing processes. These processes are 
characterized by the size and stratification of the receiving water 
body and by the buoyancy and momentum of the injected flow 
(e.g., Jirka and Akar, 1991). 

There have been many studies of turbulent jet properties. In 
contrast, relatively little work has been done to examine the 
characteristics of a laminar jet injected into a stratified environ
ment. Laminar or transition to turbulent flow conditions may 
appear for turbulent jet injection in a stratified environment 
after a point of "jet collapse'' (e.g., Roberts and Matthews, 
1987). These fluids are also of interest for some industrial 
applications. For example, Kaghazchi (1988) investigated the 
possibility of using laminar jets as a suitable means by which 
liquid-liquid reactions could be effectively investigated. A spe
cific application of laminar jets is with solar ponds, where heat 
collection and storage may be generated by a water body having 
salinity increasing with depth. Moreover, an increase in solar 
pond performance may be obtained by applying advanced meth
odologies which involve the establishment of a stratified flowing 
layer in the bottom part of the pond gradient zone (Keren et 
a l , 1991, 1993). This layer is created and maintained by in
jecting and withdrawing laminar jets of different temperature 
and salinity. 

In this study we examine the behavior of a laminar jet injected 
into a stratified environment. The jet may be positively, nega
tively or neutrally buoyant and the stratification may be by 
temperature, salinity or both (i.e., possibly double-diffusive). 
The problem definition sketch is shown in Fig. 1. In general, 
gradients are assumed to be constant and negative, namely tem-

* Parts of this study were presented at the 3rd International Conference on 
Progress in Solar Ponds, El Paso, Texas, May 1993 and at the 2nd International 
Conference on Water Pollution, Milan, Italy, June 1993. 

Contributed by the Fluids Engineering Division for publication in the Journal 
of Fluids Engineering. Manuscript received by the Fluids Engineering Division 
October 2, 1993; revised manuscriptreceived August 31, 1994. Associate Techni
cal Editor: M. Gharib. 

perature and salinity increase with depth. However, for tempera
ture stratification the temperature gradient is positive. 

2 Hydrodynamics of the Fluid Injection and With
drawal 

Theoretical and experimental investigations of laminar flows 
in a stratified environment were initially concerned with the 
movement of obstacles in stratified fluid. Pao (1968) investi
gated the laminar flow generated by the movement of a finite 
thin flat plate, and determined the velocity profile of the shear 
layer above the plate. In this study it was found that the flow 
was governed by the ratio between the Reynolds number Re 
and the Richardson number Ri, defined as 

Re 
UL 
V 

Ri = ^ ^ ^ 
i?o dz U^ 

(la-b) 

U is the flat plate velocity, L is the flat plate length, g and ô 
are the density and the reference density, respectively, ly is 
the kinematic viscosity and g is the gravitational acceleration. 
Experimental data showed that for higher values of the Re/Ri 
ratio, namely dominant inertia forces, velocity oscillations 
spread out vertically with slight attenuation. Instead, for lower 
values of Re/Ri, namely the stratification was dominant, veloc
ity oscillations rapidly decreased with height. Pao (1968) and 
Browand and Winant (1971) presented analytical solutions for 
the velocity in the laminar shear layer. The two-dimensional 
flow was assumed incompressible, viscous and subject to the 
Boussinesq approximation; the ambient fluid was stably stra
tified. However, as the same authors cautioned, the predicted 
streamline pattern could be hardly realized in practice, because 
of a streamline overturning which could produce a statically 
unstable density distribution. 

Browand and Winant (1972) performed experiments where 
an horizontally moving cylinder in a stratifled fluid pushed 
ahead of it a long tongue or slug of almost stagnant fluid moving 
at the speed of the cylinder. Qualitative pictures of the upstream 
flow were obtained by first placing dye in a large region in 
front of the cylinder, and then pulling the cylinder through the 
dye. The experimental measurements showed large unstable 
regions above and below the centerplane. Browand and Winant 
(1972) assumed as a measure of the upstream wake thickness 
the distance between the points above and below the centerplane 
where the slug density became equal to the ambient density. 
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In a parallel theoretical and experimental study, Maxworthy 
(1972) found a similarity between the flow generated by the 
cylinder movement and a slug intrusion into a stratified environ
ment. The fluid was injected into a salinity stratified environ
ment through a two-dimensional slot; the fluid density was equal 
to the ambient density at the injection level. The slug length, 
/, and the thickness near the source were found to increase 
proportionally to t^"' and /'"', respectively, where t is time from 
the beginning of the experiment. No evaluation was performed 
on the buoyant jet vertical deviation from its initial level. Max-
worthy (1972) mentioned that the accuracy of his experimental 
data was not sufficient to check the vertical spreading intensity. 
These experiments on fluid injection were characterized by 
Reynolds number Re = 5.9 — 245. The Reynolds number Re 
was defined as in eq. ( l a ) , where the flat plate length L was 
replaced by the jet thickness d. 

Manins (1976) described the intrusion of a homogeneous 
fluid into a salinity stratified environment. His data showed that 
/ « r for practically all the runs. There was no evidence of a 
t^"" dependence as found by Maxworthy (1972) in experiments 
with low Reynolds numbers (Re < 100). Instead, a f'"" depen
dence of the intrusion length could be confirmed only at higher 
Reynolds numbers (but stiU laminar). Density profiles mea
sured before and after the fluid intrusion showed an asymmetry 
about the intrusion level. This phenomenon was explained by 
Manins (1976) as caused by the different boundary conditions 
at the top and bottom of the gradient zone: fluid below the 
intrusion level was relatively quiescent, while fluid above that 
level was rising as fluid was added in the flume. The density 

gradient was not changed significantly, although a certain shift 
could be observed above and below the fluid intrusion. This 
fact suggested that density transport due to fluid recirculation 
was not present. In both studies by Maxworthy (1972) and 
Manins (1976), the outflow from the test flume was not taken 
into consideration, whereas this factor should play an important 
role during the flow establishment and in steady-state condi
tions. No experiment was performed on the injection of buoyant 
fluid layers. 

Fluid withdrawal from a stratified environment induces a 
flow pattern which is basically asymmetrical and unsteady (e.g., 
Imberger, 1980). During selective withdrawal, the sink removes 
fluid from the withdrawal layer, and steepens the density gradi
ent within that region. This fluid is replaced by water from 
above the sink level, while the liquid below the sink is subject 
to circulation. 

The injection of a very viscous fluid, as the Reynolds number 
of the flow tends to zero, satisfies the Stokes equations for 
creeping flow and the resulting fluid injection may be termed 
as creeping jet. A description and analj1;ical solution for such 
flows are given by Schlichting (1933). The velocity distribution 
of the creeping plane jet was calculated by Tatsumi and Kaku-
tani (1958). For larger values of the longitudinal coordinate x 
the flow becomes nearly uniform. As Re increases, the jet be
comes more concentrated and less stable, finally breaking up 
and becoming turbulent. 

The stability of the two-dimensional laminar jet was analyzed 
by Tatsumi and Kakutani (1958) and subsequently by Kaplan 
(1964). These authors analysed the stabiUzing influence of vis
cosity for Re < 100. Kaplan (1964) computed the complete 
neutral line and mapped the region of instability by integrating 
the complete Orr-Sommerfleld equations. A qualitative estimate 
of the critical Reynolds number for a jet in a neutral environ
ment was found to be Re^ = 4 ai K = 0.2, where K is the 
dimensionless wave number. 

Linear stability analysis, performed in conditions of neutral 
stratification, shows that the fluid layer injection develops a 
velocity profile which is unstable. However, if the receiving 
ambient is stably stratified, a sufficient condition for stability 
is Ri > I everywhere in the fluid (e.g.. Miles, 1961). The 
breaking-up of the creeping jet may therefore be controlled by 
the stable stratification, with no damaging effects caused on the 
fluid stratification by the fluid injection. 

Based on the above review, the foUowing conclusions may 
be reached: 

(a) very few studies have been performed on low Reynolds 
number fluid injection into a singly stratified environ
ment; 

Nomenclature 

B = buoyancy flux, [L^T-^] 
C = salinity concentration [%] 

CD = drag coefficient [dimen
sionless] 

C, = specific heat, [L^T-^^C"'] 
d = layer width, [L] 
g = gravitational acceleration, 

[LT'^] 
Fr = densimetric Froude number, 

[dimensionless] 
/ = slug length, [L] 

L = flat plate length, [L] 
IN, IQ - characteristic length scales, 

N = buoyancy frequency, [T ' ] 
q^ = entrainment discharge, 

[ L ^ r ' ] 

Ra = thermal Rayleigh number, [di
mensionless] 

Re = Reynolds number, [dimen
sionless] 

Rs = solute Rayleigh number, [dimen
sionless] 

Rg, = stability ratio, [dimensionless] 
Rgj = jet stability ratio, [dimensionless] 

f = time, [T] 
V = velocity vector, [LT^'] 
X = longitudinal coordinate, [L] 
y = vertical coordinate, [L] 
a = entrainment coefficient, [dimen

sionless] 
PT = thermal expansion coefficient 

[°C-'] 

Pc = solutal expansion coefficient 
[%-'] 

A y = vertical deviation, [L] 
Kc = solute diffusivity, [L^T''] 
Kr = thermal diffusivity, [L^T~^] 
V = kinematic viscosity, [L^T~^] 
Q = density, [ML~^] 
r? = jet referenced coordinate, [L] 
C = jet referenced coordinate, [L] 

Subscripts and Superscripts 
a = ambient characteristics 
b = bottom of stratified zone 
j = jet initial values 
t = top of stratified zone 
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Fig. 2 Two-dimensional flow geometry 

(b) no studies have been performed on laminar fluid injec
tion into a double-diffusion environment; 

(c) the importance of double-diffusion effects on the stabil
ity of the stratified water body subject to buoyant layer 
injection is an issue still to be investigated; 

(d) previous experiments did not consider any outflow 
mechanism from the test tank, leading to unsteady flow 
conditions in the experimental flume. • 

3 Numerical Model Development 
A mathematical model was developed to analyze the general 

behaviour of a low Re buoyant jet in a stratified water body. 
The model essentially routes the injected fluid layer through 
the domain of interest by solving, in a local reference frame, 
the equations of conservation of mass flux, momentum flux, 
heat and salinity flux. The present mathematical model assumes 
pressure deviations from hydrostatic to be negligible; entrain
ment, diffusion and dissipation terms are included. 

For the control volume sketched in Fig. 2, the equations 
expressing conservation of mass flux, momentum flux, heat and 
salinity flux are: 

A 
d^ 

gIvKC, ri)dA Qa^e (2) 

d_ 

_d_ 

A. 

d^ [h 

J A 

Q\y\\^,r))e,dA = -IgColyVe, 

7])eydA = -IgColyl^ey 

JA Qa 

f QC,\V\(!^, v)Ta, v)dA 
JA 

= QaCpqeTa - 2Q„KT 
(T-T,) 

JA 

= QaqeCa - 2Q„KC 
(C - C„) 

{Aa-b) 

Here x = (C- V) is the orthogonal reference system oriented 
according to the velocity vector v = {v^, Vy) = (u;, v,) and e 
= {Cx, By) = (U;(, t)j,)/|v| = (e^, e,) is a unit vector oriented 
according to the jet velocity vector; q^ is the entrainment dis
charge; Q is the jet density; d is the injected layer width; Co 
is the drag coefficient; T is the temperature; C is the solute 

concentration; Cp is the specific heat; Kr and KC are the thermal 
and solute diffusivities, respectively. The subscript a refers to 
ambient characteristics. In Eq. (4) the temperature and solute 
gradients at the jet surface are approximated as {T - Ta)ld and 
(C - Ca)ld, respectively. The entrainment discharge is as
sumed to be proportional to the velocity vector as follows 

q, = 2 a | v | (5) 

where a is an empirical coefficient. The set of Eqs. ( 2 ) - ( 4 ) 
is completed by the following equation of state: 

QiT, C) = Qo[\. - PAT - To) + PciC - Co)] (6) 

where 0T and Pc are the thermal and solutal expansion coeffi
cients, respectively, and subscript 0 refers to a reference state. 

We assume the different variables to be constant across the 
layer width (top hat method), namely a function only of the 
axis of the local reference system oriented according to the 
velocity vector. Under this assumption, introducing Eq. (5) into 
the integral governing equations, Eqs. ( 2 ) - ( 4 ) , we obtain the 
following equations of: 

Mass continuity 

d^ 
{Qd\y\) = 2aQM (7) 

Momentum 

-^{Qd\y\vA = -2QCo\y\ 
dC, 

Vx 

- ^ [^"Ivh,] = -2gCo\y\'^ + Qdg ̂ ^-^ (&a-b) 
dt, |v | Qa 

Heat and solute transport 

'' (ed\y\T) = 2aQ,\y\T,-2g,!^^— 
Ta) 

d^ 

^ {gd\y\C) = 2agMC„ - 2g„Kc^-^^-^ (9a-b) 
dL, d 

Equations ( 7 ) - ( 9 ) , together with Eq. (6) , represent a nonhn-
ear system of six equations in the six unknowns g,Vx,Vy,d,T 
and C. The fluid layer is discharged at vertical position Yj, 
with jet width dj, initial velocity Vj, temperature Tj and solute 
concentration Cj (see Fig. 1). The fluid is injected into an 
ambient environment with linear temperature and solute concen
tration gradients GT and Gc, respectively. The gradients are Gr 
= (Tb - T,)IYG and Gc = {Cy - C,)IYG, where subscript b 
refers to a bottom value and subscript t refers to a value at the 
top of the stratified region, and Ya is the depth of this region. 

4 Characteristic Length Scales of the Jet Injection 
The significant length scales defined for the analysis of jet 

injection into a stratified fluid are (e.g., Roberts and Matthews, 
1987; Jirka and Akar, 1991) 

lo = 
_Q_ 

M"' 
IM — 

where 

N= - ^ = ^ 

M 

' B 

J_ 

3/4 

171 

dg„ 

dy 

'N — 

\ 111 

yyI/2 ( lOa-c) 

is the buoyancy frequency, v is the kinematic viscosity, Q and 
M are the kinematic fluxes of volume and momentum, respec
tively, B is the buoyancy, and gaj is the ambient density at the 
injection level. IQ characterizes the distance from the origin over 
which the source volume flux exerts a dynamic influence on 
the flow field, (this length scale is essentially the nozzle diame-
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ter); IM characterizes the distance from the origin over which 
the momentum flux is important relative to the buoyancy flux; 
and IN is a length scale which characterizes the strength of 
the source momentum flux relative to stratification. Following 
previous studies (e.g., Roberts and Matthews, 1987) the jet 
vertical deviation can be expressed as: 

Table 1 Initial behavior of the injected fluid layer 

M' 

IN \IN I-N V 
(11) 

IN is chosen as the normalizing length scale as this will always 
be important for the present problem, while IQ and IM may or 
may not be important, depending on the conditions. The third 
ratio in Eq. (11) is not relevant for the present analysis on fluid 
injection at low Reynolds numbers. This vertical deviation may 
be also characterized by an exit jet Froude number defined as 
(Johnstone and Zangrando, 1988): 

(12) 

where QJ is the initial jet density and dj is the initial jet width. 
Experiments of Roberts and Matthews (1987) with turbulent 

jets showed that because of stable stratification the jet turbu
lence would collapse at a certain distance from the injection 
slot. For jets of small volume flux, generated by a point source, 
they showed that the collapse distance could be expressed as 
^„ = CIIN, where Ci for nonbuoyant jets ranged from 2.1 to 
3.6. After collapse, the flow intrudes horizontally as a layer of 
constant thickness, i.e., the entrainment is significantly reduced. 

Jirka and Akar (1991) considered the development of a hori
zontal jet in a stratified environment. In this study, the character
istic length was defined as I'N = M^'^/N^'^. This definition is 
the two-dimensional equivalent of the definition given in eq. 
(10c), which was for three-dimensional flow. According to 
Jirka and Akar (1991), when ^ / / j ; , < 0(1), where C, is the 
velocity oriented coordinate, the effect of density stratification 
is negligible, while C,/1'N > 0 ( 1 ) implies that the initial jet 
momentum is no longer important and a density current will 
then form at the terminal level. 

These resuhs were incorporated into the numerical model 
proposed in the previous section. The experiments on laminar 
jet injection into stratified environment reported by Priven et 
al. (1995) showed that in most cases a turbulent cloud could 
appear in the region close to the injection slot. For this reason, 
the concept of "collapse distance" was introduced into the 
mathematical model. It was assumed that the jet collapse would 
occur conventionally at a distance C, =^ y I'N, where 1 < y < 
10. For C, ^ y I'N salt and temperature diffusion were assumed 
to be of turbulent type, and therefore KT and KC were increased 
by two orders of magnitude with respect to the molecular values. 
Moreover, for ^ a y • /«, entrainment was assumed negligible. 
By using y = 5 we obtained good agreement between numerical 
and experimental data (see Priven et al., 1995). 

5 Initial Behavior of the Injected Fluid 
In order to characterize the initial behaviour of the injected 

buoyant fluid, as well as the capability of the fluid layer to 
maintain a horizontal direction along the flume after the initial 
stages, it is helpful to define a jet stability number R^j as 

(13) 

where 

AC = C - C 

AT = T — T • 

Tj, Cj and QJ are the temperature, salinity concentration and 

Case (/) 

1 
2 
3 
4 
5a 
5b 
5c 
6 
7 
8 
9a 
9b 
9c 

Tj 

Tj = T,j 
TJ > T„j 
T < T 
ij ^ ^aj 

T = T • 
T > T 
^j ^ ^»j 

Tj > T„j TJ > T,j 
T < T 
Tj = T„j 
TJ > T„j 
T < T 
T < T 
T < T 

c, 
Ci 

c, 
Cj 
Cj 

c, Ci 
Cj 
Cj 
c, 
Ci 
Ci 
Cj 

Cj 

= c 
= Q 
= c 
>C,j 
>C„j 
>C„j >C,j 
>C„j 
<C„j 

<c„. 
<Ca, 
< C„j 

^ « J 

« « = 0 

« . . > 1 
« . . = 1 
^ . . y < 1 

Roj<o 

i^oj > 1 
«w = 1 
R,J < 1 

Behavior 

neutral 
n s e 
drop 
drop 
drop 
neutral 
nse 
drop 
rise 
rise 
n s e 
neutral 
drop 

density of the injected fluid; T„j, C„j and g^j are the ambient 
fluid temperature, salinity concentration and density at the level 
of injection, respectively. The magnitude of Rgj can help to 
determine the initial behaviour of the buoyant fluid layer. This 
jet stability number is equivalent to the ratio of thermal and 
solute Rayleigh numbers, R^, = Rs/Ra = Pc^C/Pr^T, gener
ally used to characterize the stability of double-diffusion sys
tems (e.g., Sherman and Imberger, 1991). Here AC and AT 
are the temperature and salinity differences between the top and 
the bottom of the double-diffusion system. 

Table 1 represents 13 possible cases related to variations in 
TJ and C, with respect to T„j and Caj. The density difference 
between the injected and the ambient fluid, which drives the 
initial behavior of the jet, becomes: 

Qa.j 

Qa 
-PATJ + pcACj = {R,j ~ l)/3rATj (14) 

The condition Rgj = 1 therefore characterizes an initially 
neutrally buoyant jet. The value of R^j is not defined for AT} 
= 0. 

As shown in Table 1, there are only three cases (/ = I, 5b 
and 9b) which represent neutral fluid injection. In Case 1 Rgj 
cannot be defined, and only for this Case 1 the fluid is able to 
keep an horizontal direction at some distance after injection. In 
cases 5b and 9b, instead, the fluid will undergo vertical motion 
because of the different rates of heat and salinity diffusion. In 
Case 5b, for example, the injected fluid is initially neutral. 
Then, since temperature diffuses faster than salt, the temperature 
of the injected fluid rapidly matches the ambient one. At this 
point, the injected fluid becomes heavier and starts to drop. A 
similar situation occurs in Case 9b, where the faster heat diffu
sion makes the layer positively buoyant soon after injection. 

In Case 2 the fluid is injected with a temperature higher than 
the ambient, so that the injected fluid initially rises. Case 3 is 
analogous to Case 2; here the fluid layer initially drops because 
of the lower injection temperature. In Case 4 the fluid layer 
initially drops due to the higher salinity in the injected fluid. In 
Case 5a the fluid layer initially drops because the density differ
ence caused by salinity is higher than the density difference 
caused by temperature. The ratio R^j > 1 identifies such condi
tions. The opposite conditions occurs in case 5c, where the 
fluid layer initially rises; here Rgj < 1. In Case 6 both tempera
ture and salinity differences cause the fluid layer to drop. Analo
gously, in Case 8 both temperature and salinity differences 
cause the fluid layer to rise. In both cases R^j < 0. In Case 7 
the lower salinity causes the injected fluid to rise. Finally, in 
cases 9a and 9b both the temperature and salinity of the injected 
fluid are lower than the temperature and salinity of the ambient 
fluid. In these two last cases, the jet initially drops or rises 
according to the value of R^j, as shown in Table 1. 

This preliminary analysis can only determine the initial be
havior of the jet. The numerical experiments described in the 
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Table 2 Summary of numerical experiments 

Run 

1 
2 
3 

T, 

66.0 
66.0 
66.0 

T, 

34.0 
34.0 
34.0 

c„ 
12.0 
14.0 
16.0 

c, 
8.0 
6.0 
4.0 

T 

1.795 
3.59 
5.385 

G, 

80.0 
80.0 
80.0 

Gc 

10.0 
20.0 
30.0 

following section will enable a better understanding of the long-
term behavior of a buoyant jet in a double-diffusive system. 

6 Numerical Simulations 

The set of Eqs. ( 7 ) - ( 9 ) was integrated numerically; these 
equations could be written in the following symbolic form: 

^ = F ( w ) ; Qd\\\{\,v„v,,T,CV (15) 

where Q = Q{T, C), Eq. (6). An exphcit numerical integration 
of Eq. (15) determines the values of the variables in w at 
location C(, + i) given the values of the variables in w at location 
^(,). Initial conditions for the numerical scheme are the jet width 
dj, the jet velocity V;, the jet temperature T) and the jet solute 
concentration C,. The explicit scheme adopts an iterative proce
dure over «, which determines the solution at (/ + 1) as follows: 

+ !? 
W,, W (") 

0 + 1) A^ (16) 

The above iterations are performed until the difference between 
successive solutions is below a given threshold e. 

The following values were used in the numerical simulations: 
g = 9.8 m/s^ KrIC,, = 1.4-10-' m' s" ' , KC = 1.5-10^' m' 

-\ go = 1000, kg m-^ pr = 4.7 • lO^'^'C"', /3c = 6.8-
%"' , To = 4°C and Co = 0 (e.g. Zangrando and Fernando, 

s 
10 
1991). To determine the value of the drag coefficient Cc, we 
can consider that according to Maxworthy (1972) there is a 
similarity between the laminar jet flow and the slug propagation 
in front of a moving cylinder in a stratified environment. The 
drag coefficient for rounded bodies is influenced by the value 
of Re. In this study the values of the drag coefficient Co for a 
sphere moving through a fluid were obtained from Shames 
(1962). For instance, for moderate Reynolds numbers typical 
to our simulations, namely Re — 100, Shames (1962) reports 
CD — 2. The value of a = 0.1, valid for the zone before the 
point of jet collapse, was determined through calibration of the 
model with experimental results (Priven et al., 1995). 

The numerical experiments were performed assuming a stra
tified zone of depth equal to 40.0 cm; the jet was injected at a 
level of 20.0 cm from a plane slot 2.0 cm wide. The simulations 
considered the stratification conditions shown in Table 2. All 
jets were discharged with an initial velocity of 0.5 cm s ' . 

All three numerical simulations shown in Table 2 considered 
initially neutral jets, i.e., the density difference between the jet 
and ambient fluid at the injection level was set equal to zero 
(see Eq. (14)). Since the fluid was initially neutrally buoyant 
Ri,j = 1. Figure 3 shows the computed jet deviations from the 
horizontal direction for different stratifications as a function of 
the temperature difference between the jet and the ambient fluid, 
ATj. The jet was routed throughout the ambient fluid up to a 
distance of 100 m. These results show that the injection of an 
initially neutral fluid, with AT) * 0 and AC, =/= 0, does not 
guarantee an horizontal trajectory. 

In fact, the faster heat dissipation rapidly makes the initially 
neutral jet either heavier or lighter than the ambient fluid. Con
sequently, the jet rises or drops due to buoyancy force. Only 
fluid injection characterized by AT; = 0 and AC, = 0 is able 
to guarantee an horizontal trajectory. Figure 3 also shows that 
smaller jet deviations are obtained for higher ambient fluid strat-

10 

5 
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^ f e b - j ^ Rf = 6.386 

Rp = 1.796 " 

-20 -10 10 20 

Temperature difference (°C) 

Fig. 3 Buoyant layer deviation from the horizontal versus the tempera
ture difference ATj for various double-diffusion environments [x = 
100 ml 

ification, and viceversa. Moreover, the jet vertical deviation is 
symmetrical about the injection slot level for positively and 
negatively buoyant jets. 

Figure 4 shows the development of an initially neutral fluid 
layer after its injection; the ambient characteristics are given in 
Table 2, run 3. The jet stability ratio in this simulation is R^j 
= 1. However, since the injected fluid is characterized by tem
perature and salinity concentration lower than the ambient fluid, 
a certain vertical deviation is expected. The jet initially main
tains its horizontal trajectory, given the high entrainment rate 
which characterizes the zone before the jet collapse, namely C, 
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Fig. 4 Development of the characteristics of an initially neutral fluid in 
a doubly stratified ambient fluid 
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< ^m. In this initial zone, temperature and salinity concentration 
rapidly tend to the ambient values. After the point of jet collapse 
the entrainment of the ambient fluid is significantly reduced and 
molecular heat and salt diffusivity characterize the heat and salt 
transfer. Note that the kink in Fig. 4 corresponds to !!, < C,„. 
Given the difference between the heat and salt diffusivities, 
as well as the difference between the thermal and the solutal 
expansion rate, the jet experiences a positive buoyancy over a 
length of 100 m. An analogous behaviour could be seen for an 
initially neutral jet, whose temperature and salinity concentra
tions were higher then the ambient fluid at the level of injection. 

7 Concluding Comments 
The present theoretical analysis on the development of a 

buoyant fluid layer under laminar flow conditions concerns jet 
behaviour in a stratified environment, particularly its stability 
and vertical motion due to buoyancy. The behavior of buoyant 
and nonbuoyant fluid layers injected into a double-diffusion 
environment was investigated by integrating numerically the 
equations of transport in a local reference frame. Results from 
previous dimensional analysis identified the length scales asso
ciated with fluid injection into a stratified stagnant flow under 
laminar flow conditions. A stability parameter Rgj, for fluid 
injection into a double-diffusion environment, was defined to 
characterize the initial vertical displacement of the buoyant or 
neutral jet. An initially neutral buoyant jet may be obtained by 
injecting fluid having the same temperature and saUnity as the 
ambient fluid, case 1 of Table 1; under these conditions, the jet 
maintains its horizontal direction. An initially neutral jet may 
also be obtained by injecting a fluid having different temperature 
and salinity from the ambient fluid, case 5b and 9b of Table 1. 
However, in this case, the jet may eventually undergo vertical 
deviation. Thus, the injection of an initially neutral fluid layer 
was not sufficient to prevent vertical deviation of the jet itself. 

Theoretical and experimental results relevant to turbulent jets 
were applied in the present numerical model. The "collapse 
distance" concept was used to calculate the jet fluid properties 
immediately after injection and at the point when any turbulence 
generated by buoyancy or convection in the region close to the 
injection slot is damped by the stable stratification. Experimen
tal evidence of the theoretical results presented in this paper is 
the subject of additional studies by the same authors (Priven et 
al., 1995). 
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Experimental Study of a Laminar 
Jet in a Double-Diffusion 
Environment* 
An experimental analysis of the flow development caused by the simultaneous injection 
and withdrawal of a buoyant fluid layer with low Reynolds number in a double-
diffusion environment is presented. The injection of positively, neutrally, and nega
tively buoyant fluid layers was simulated in the experimental setup. Innovative proce
dures were developed to efficiently create the desired density distributions in the 
laboratory flume. Results presented in this paper concern the injection of fluid into 
environments stratified by temperature, salinity or both. Basic features of the flow 
patterns are described, in particular, intrusion rate, effect on ambient stratiflcation 
and vertical displacement. The experimental data on the fluid vertical displacement 
were compared with results from a numerical model and good agreement was found. 

1 Introduction 
In a companion paper (Priven et al., 1995), hereafter termed 

paper I, we discussed basic theoretical aspects relevant to the 
simultaneous injection and withdrawal of a buoyant fluid layer 
in a single-diffusion or double-diffusion stratified environment. 
A major objective of that analysis and of the present experimen
tal investigations was to understand the flow patterns associated 
with injection of single jets under laminar conditions in a doubly 
stratified environment. Moreover, experimental results pre
sented here are used to validate the numerical model developed 
in paper I. 

An experimental setup was prepared in order to study the 
injection and withdrawal of a buoyant fluid layer in a double-
diffusion stratified environment. Three series of tests were per
formed: (1) temperature-stratified system (designated by T) ; 
(2) salinity-stratified system (designated by S); and (3) double-
diffusive system (designated by TS). 

The foUowing sections describe the experimental work as 
well as the calibration of numerical tools for the prediction of 
the major flow characteristics associated with the fluid injection 
and withdrawal. 

2 Laboratory Setup 
The laboratory setup consists of a flume whose length, width 

and depth are 320 cm, 60 cm, and 100 cm, respectively, as 
shown in Fig. 1. It is made of concrete, with one side made of 
glass for flow visualization. The entrance unit consists of several 
outlet ports, or slots. The middle outlets inject the various fluid 
sublayers to be studied, while the upper and lower outlets are 
used to inject fluid to maintain boundary conditions for the 
gradient region. Each slot is 56.0 cm wide and 2.0 cm high, 
and is connected with the mixing unit where fluids of different 
salinity and temperature are mixed to obtain the desired fluid 
properties. Three outlets are positioned at the downstream end 
of the flume. The upper and the lower outlets withdraw water 

* Parts of this study were presented at the 3rd International Conference on 
Progress in Solar Ponds, El Paso, Texas, May 1993 and at the 2nd International 
Conference on Water Pollution, Milan, Italy, June 1993. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 2, 1993; revised manuscript received August 31, 1994. Associate Techni
cal Editor: M. Gharib. 

which is recirculated through the heat-exchangers (or through 
the tank with hot brine) to maintain boundary conditions. The 
middle outlet removes fluid from the gradient zone at the level 
of the injection slots. This arrangement was designed to create 
a homogeneous bottom layer of thickness 20 cm, a gradient 
zone of thickness 50 cm and a surface layer of 10-15 cm. 
Within the gradient zone it was possible to inject one to three 
sublayers, each of 2 cm height. In the present study, however, 
we examine only results for injection of a single layer. 

The constant temperature and salinity gradients of the gradi
ent zone are set up with the filling procedure described in Ap
pendix A. The density gradients were measured by slowly with
drawing fluid at a given height and measuring its specific gravity 
with a hydrometer. The experimental uncertainty in the density 
measurements was ±1.0 kgm ^ Uncertainty in the vertical po
sition was ±0.5 mm. An initial analysis was performed to deter
mine the character of the fluid withdrawal during the density 
measurements. Fluid in the vicinity of the salinity probe was 
colored with crystals of potassium permanganate to provide a 
visualization of the withdrawal process. No disturbances were 
observed above or below the probe, so that it may be assumed 
that the measured brine was withdrawn exactly at the level of 
the probe. The injection and filling discharges were measured 
by flowmeters, with an accuracy estimated as two percent. A 
calibration of the flowmeters with salt water did not show any 
significant influence of salt on the discharge measurements. 

Temperature profiles were measured by using 16 thermocou
ples fastened on a fiberglass bar at different intervals and con
nected to a data unit. A detailed calibration of the temperature 
measurement procedure showed that these data had a maximum 
expected accuracy of ±0.3°C. In the zone of fluid injection the 
distance between the thermocouples was 1.0 cm. Temperature 
measurements were taken before injection and during injection 
at a distance of 15.0 cm from the injection slot and at a distance 
of 20.0 cm from the exit port. Dye was added to the fluid to 
visualize the resulting flow patterns. Photographs taken during 
the fluid propagation were used to estimate the layer velocity. 

Different combinations of salinity and temperature can pro
vide the same density and may strongly affect the initial jet 
behavior (depending on ambient stratification), as shown in 
paper I. The injection of fluid of neutral buoyancy with the 
desired salinity concentration and temperature could be per
formed through the procedure described in Appendix A. 
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Fig. 1 Schematic view of ttie experimental setup 

3 Experimental Work 

Table 1 shows data for the experiments of type T. This table 
reports the fluid layer injection temperature 7}, the ambient 
temperature at the level of the inj ection port r^ j , the temperature 
gradient Gr, the initial velocity Vj, the Froude and the Reynolds 
numbers Fr and Re, respectively, defined as 

F r = Vj[ dj 
(Qj - Qaj) Re = ^ i\a,b) 

V 

and the layer vertical deviation AY (the net vertical movement, 
relative to the level of the injection slot—see paper I ) . In Eq. 
( l a , b) g is the gravitational acceleration, QJ is the fluid layer 
injection density, g^j is the ambient density at the level of the 
injection port, dj is the initial jet thickness, and i/ is the kinematic 
viscosity. 

A summary of the experimental data for tests of type S is 
presented in Table 2. In this table Gg is the density gradient. 
Finally, Table 3 presents the main characteristics of the TS 
type experiments; in this table Ag = g^j - gj, and the rest of 
parameters are the same as in Tables 1 and 2. 

Flow Visualization. The flow patterns for buoyant and 
nonbuoyant fluid layers in a stratified environment were found 
to be very similar for all three series of experiments, with only 
minor differences found with different stratifications. Only the 
most important features, common for all experiments, will be 
described here. The simultaneous injection and withdrawal of 
a neutral jet was characterized by zero vertical deviation of the 
jet axis, i.e., AY = 0. Flow visualization for experiment T5, 
which refers to the injection of an almost neutral jet (see Table 
1), is shown in Fig. 2. The fluid intruded into the stratified 
environment as a slug, with a smooth pointed nose. The slug 
thickness did not change significantly and was constantly 
around 2.0 cm until it reached the vicinity of the withdrawal 
port. 

In this experiment, red dye was initially added to the injected 
fluid; after the slug nose reached the withdrawal port, blue dye 
was added. As shown in Fig. 2, the dark trace repeated exactly 
the same trace of the (earlier) lighter one its thickness was 
almost the same. This means that the jet vertical spreading 
observed is in fact the result of the dye and heat diffusion, while 
the "real" jet thickness was not changed significantly. 
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Fig. 2 Side view of tlie fiuid slug in tiie vicinity of tlie exit port (experi
ment T5) 

Fig. 3 Side view of the fiuid slug in the vicinity of the exit port (experi
ment T8) 

Experiments performed with slightly buoyant fluid layers 
showed a stronger increase of the fluid layer thickness with 
respect to neutrally buoyant layers in the region close to the 
injection port, where some degree of turbulence due to buoy
ancy was observed. Figure 3 shows the flow development for 
experiment T8, which had a slight buoyancy. In this experiment 
the density difference at the injection level was Q^J — QJ = 0.95 
kgm"^ and the density gradient was Ag/Ah = 21.5 kgm^'' 
(see Table 1 for other characteristics). In the vicinity of the 
withdrawal port, the lower edge of the slug advanced in the 
horizontal direction, while the upper edge had an evident curva
ture, which appeared to be a function of the location of the 
withdrawal port. It appears that the lower slug edge accelerated, 
whereas the upper edge slowed down. Similar phenomena were 
observed, for instance, in experiment T15, which had a slight 
negative buoyancy. For this experiment, & j - ^; = — 1.2 kgm~' 
and Ag/Ah = 37.3 kgm"*. 

These last two experiments clearly showed that the with
drawal procedure significantly influenced the flow. The with
drawal port did not force the fluid layer either to drop or to rise 
with respect to its equilibrium level. Instead, it withdrew fluid 
only from a small region located at the same level. 

Figure 4 shows the movement of vertical dye traces recorded 
during experiment S14 (see also Table 2). The jet was not 
colored initially in order to make the trace movement more 
visible. As shown in Fig. 4, the slug intrusion generated a back-
flow above and below its body. In experiment S14 these back-
flows were located inside the gradient zone, because above and 
below the slug they were bounded on one side by the fluid slug 
and on the other side by the interfaces located at both ends of the 
gradient zone. However, measurements of the density profiles 
before and immediately after the fluid injection did not show 
any evidence of a density transfer. Therefore, the back-flow or 
convection-like currents must occur in the horizontal plane. 

(A) 
Kl . i #S15 : 

(B) 

Fig. 5 Propagation of a negativeiy buoyant fiuid layer Into a sailnlty-
stratified environment (experiment S15): (a) Slug propagation; (/>) con-
vective forms at the levels of the buoyant layer 

The propagation of a negatively buoyant fluid layer is shown 
in Fig. 5(a) . This figure refers to experiment SI5, characterized 
by a density difference of 10.0 kgm"^. In this experiment the 
fluid layer sinks immediately after its injection to reach an 
equilibrium level. Once the injected fluid reached this equilib
rium level, it propagated as a neutrally buoyant jet. Near the 
downstream wall the horizontal velocity decreased while the 
layer thickness increased. In about 5 min the jet thickness in
creased from 4.0 to 6.0 cm. 

Because of entrainment, there must be some return flow in 
the test section. In a two-dimensional framework (vertical 
plane) the return flow must be associated with recirculation 
in the vertical plane, generated above and below the discharge 
level. However, with a three-dimensional setup there is also 
the possibility of recirculation in a horizontal plane. In fact, 
this latter possibility is preferred when stratification limits 
vertical motions, as in the present tests. Evidence for hori
zontal recirculation comes from the above-mentioned obser
vation of a lack of significant changes in the density profile, 
and also from pictures taken after an experiment was con
cluded, showing horizontal " r ing" structures. These rings 
were observed at the slug level and also near the top of the 
gradient zone (Fig. 5(b)). For double-diffusive conditions 
the faster diffusion of heat may induce buoyancy as the in
jected fluid moves into the stratified region (see paper I ) . 

(A) 

Fig. 4 Flow visualization of experiment 814 
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IB) 

Fig. 6 Visualization of double-diffusive effects after jet Injection 
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Table 1 Fluid layer and ambient properties for experiments of type T 

Run 

T3 
T4 
T5 
T6 
T8 
T9 
Til 
T12 
T13 
T14 
T15 
T16 
T17 
T18 

Tj 
°C 

29.7 
35.0 
30.5 
31.0 
33.6 
28.0 
30.0 
48.0 
34.0 
29.5 
28.0 
33.5 
35.3 
34.0 

T 
°C 

28.9 
28,9 
28.9 
28.8 
30.9 
34.3 
32.6 
35.5 
36.5 
32.4 
31.5 
32.4 
35.7 
35.6 

Gj 
°C/m 

25.0 
21.4 
60.0 
53.3 
51.5 
120.0 
54.2 
61.7 
60.0 
85.9 
100.7 
84.1 
140.2 
87.3 

" ; • 

cm/s 

0.53 
0.27 
0.32 
0.32 
0.32 
0.32 
0,30 
0.30 
0.30 
0.30 
0.30 
0.30 
0.30 
0.50 

Fr 
— 

0,84 
0.13 
0.30 
0.26 
0.23 
0.15 
0.22 
0,08 
0,21 
0,21 
0,20 
0,34 
0,48 
0,43 

Re 
— 

130 
73 
98 
60 
90 
62 
75 
86 
83 
75 
71 
86 
82 
143 

Ay 
cm 

0,0 
5,0 
0,0 
2.3 
4.0 

-0.5 
-1.0 
3.0 

-4.5 
-2.5 
-1.0 
0.0 

-2.0 
-1.6 

For example, in Test TS13 AC = -0 .34 percent and AT = 
—5.8°C. This is an almost neutral jet, though significant ef
fects of double-diffusion were observed. In this test the jet 
was observed to propagate horizontally at 0.6 cm sec^' dur
ing the first 81s . Gradually the jet fluid was heated and the 
fluid rose about 2 cm (see Fig. 6 (a ) , (b)). The interesting 
feature of this test, related to double-diffusive phenomena, 
is that this rise occurred very quickly and that the entire slug 
rose almost simultaneously. After this action the jet continued 
to flow horizontally at its new position. 

Influence of the Fluid Injection on the Density Profile. 
Typical density distributions before and after injection for neu
tral and buoyant fluid injection are shown in Fig. 7, which 
refers to experiments S9, S8, and S15. Figure 1(a) shows the 
development of the density profile for a neutral jet, run S9. 
Minor modifications of the density profile are present above 
and below the injection level, however, the density was constant 
at the injection level. These results are similar to results reported 
by Browand and Winant (1972) for a cylinder moving slowly 
through a stratified fluid. However, density gradient distortions 
reported by Manins (1976) differ from Fig. 7(a) , especially in 
the region above the jet. This difference is believed to be due 
to the withdrawal procedure used in the present tests, which 
maintains total depth (there was no withdrawal in Manins' ex
periment). 

Figures l(b, c) show the density profile development for 
positively (experiment S8) and negatively (experiment S15) 
buoyant jets, respectively. In both cases strong asymmetrical 

distortions of the density profile are evident above (below) 
the jet level for positively (negatively) buoyant jet. However, 
the density gradient is not affected by the fluid intrusion near 
the bottom or the top of the gradient zone and again it appears 
that the withdrawal procedure is responsible. 

Jet Propagation. Tests by Maxworthy (1972) showed 
that the slug length should grow as t^'^ and the slug width 
as ;'"•. To check this relationship the experimental data 
from all runs were plotted in the same form as done by 
Maxworthy (1972) and by Manins (1976). However, there 
is a major difference between the present experiments and 
these previous studies, namely the presence of a withdrawal 
procedure operating simultaneously with the fluid injection. 
Because of this difference, results from each series were 
analyzed separately for neutrally buoyant and buoyant fluid 
layers. Nonbuoyant jets demonstrate a linear dependence on 
elapsed time or show the f'"* behavior for the S and TS 
series, while nonbuoyant jet from the T series propagate 
more slowly. This phenomena was also recorded by Manins 
(1976) for jets with Re numbers less than 100 (T series 
experiments were characterized by Re < 100). Probably 
quick heat diffusion is responsible for this phenomena. Fig
ure 8 (a ) show the slug length growth in time for nonbuoyant 
jets of type TS. 

The buoyant jets show t^"' behavior as long as the slug length 
is less than about | of the tank length. After that point the 
behavior is quite different and experimental data started to differ 
significantly from the theoretical predictions as shown, for in-

Table 2 Fluid layer and ambient properties for experiments of type S 

Run 

S3 
S4 
S5 
S6 
S7 
S8 
S9 
SIO 
Sll 
S12 
S13 
S14 
S15 
S16 
S17 
S18 
S19 
S20 

ft-
kg/m' 

1011.2 
1009.3 
1012.2 
1016.8 
1009.9 
1004.5 
1010.5 
1024.1 
1008.3 
1008.3 
1002.6 
1009.4 
1019.5 
1005.2 
1008.0 
1008,6 
1056,0 
1018,0 

e.,.j 
kg/m 

1011.8 
1011.1 
1011.3 
1011.0 
1010.0 
1008.8 
1010.0 
1011,0 
1008,3 
1008,5 
1008,0 
1009.5 
1009.5 
1010.8 
1008.0 
1008.8 
1014.0 
1018.0 

Go 
kg/m 

75.7 
68.9 
85.7 
84.5 
94.7 
81.1 
79.6 
75.6 
84.6 
82.0 
83.4 
88.0 
83.0 
98.5 
89.3 
92.2 
172.1 
202.3 

^J 
cm/s 

0.5 
1.0 
0.6 
0.5 
0.7 
0,6 
0,8 
0,6 
0,9 
0,8 
0,6 
1,0 
0,6 
0,6 
0.6 
1.3 
0.6 
1,3 

Fr 
— 

0,46 
0,54 
0.45 
0.15 
1.12 
0.21 
0.81 
0.12 
— 
1,25 
0,18 
— 
0,13 
0.18 
— 
2.40 
0.07 
— 

Re 
— 

28 
112 
40 
28 
55 
40 
72 
40 
91 
68 
40 
112 
40 
40 
40 
189 
40 
189 

Ay 
cm 

1.0 
1,0 

-0,5 
-5,0 
0,0 
3,0 
0,0 

-5.0 
0.0 
0.0 
6.0 
0.0 

-4.0 
3.5 
0.4 
1.0 

-8.0 
0.0 
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Table 3 Fluid layer and ambient properties for experiments of type TS 

Run 

TSl 
TS2 
TS3 
TS5 
TS6 
TS7 
TS8 
TS9 
TSIO 
TSll 
TS12 
TS13 
TS14 
TS15 
TS16 

A^ 
kg/m' 

0.20 
14.65 
0.0 

-14.0 
8.0 
0.0 

-20.7 
0.1 

-10.4 
- 0 4 
-4.75 
-0.05 

0.25 
-18.25 

0.0 

G, 
kg/m" 

80.5 
81.8 
73.8 
79.2 

132.3 
76.5 
77.0 
82.6 
85.7 
72.9 
80.9 
85.1 
76.3 
86.1 
84.6 

GT 
°C/m 

57.0 
67.6 
55.9 
49.1 
72.1 
57.1 
42.0 
56.5 
39.7 
63.1 
43.9 
57.1 
49.2 
48.1 
— 

^j 

m/s 

0.5 
0.5 
0.7 
0.6 
0.6 
0.8 
0.6 
1.0 
0.6 
0.6 
0.6 
0.6 
1.3 
0.6 
0.6 

Fr 
— 

0.80 
0.09 
— 

0.12 
0.15 
— 

0.10 
2.26 
0.14 
0.68 
0.20 
1.92 
1.86 
0.10 
— 

Re 
— 
151 
151 
212 
182 
182 
242 
182 
303 
182 
182 
182 
182 
393 
182 
182 

AY 
cm 

-2.0 
6.0 
0.5 

-6 .0 
2.0 
0.0 

-6 .0 
1.0 

-4 .0 
0.0 

-3 .0 
2.0 
0.0 
6.0 

-2 .0 

stance, in Fig. S{b). The buoyant jets are apparently subject to 
a wall effect. This phenomenon is not noticeable for the neutral 
jets since they do not deviate from the injection/withdrawal 
level (i.e., the neutral jets "see" the exit, while the buoyant 
jets encounter the end wall). 

4 Double-Diffusive Effects 
The theoretical analysis performed in paper I shows that dou

ble-diffusive jet behavior may be described by the jet stability 
ratio Rgj. All experimental runs of type TS were subdivided 
into neutral and slightly buoyant fluid injection (Table 4) and 
buoyant fluid injection (Table 5). Tables 4 and 5 show the 
salinity and temperature differences between the jet and the 
respective ambient fluid properties, as well as the jet stability 
ratio Rgj. The initial jet behavior as a function of temperature 
and salinity differences may be obtained from Table 1 of paper 
I. In experiments of type TS the density profile development 
was basically the same as described before for fluid injection 
into a single-diffusive ambient. Experiment TS7 represents a 
nonbuoyant jet injection as long as the density difference be
tween the jet and the ambient fluid is equal to zero (see Table 
3). Definite temperature and salinity differences were recorded 
in experiment TS7, but the jet did not deviate from its initial 
level. We have to consider, however, that the experimental tank 
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990 1000 1010 1020 1030 

Density, kg m~* 

Fig. 7 Measured density profiles before and after injection of a: (a) 
Neutraily buoyant layer; (b) positively buoyant layer; (c) negatively buoy
ant layer 

was of finite length may not have been sufficient for the appear
ance of double-diffusive effects. Near the entrance unit the jet 
influences the temperature distribution and strong temperature 
gradient distortion was apparent at the jet level. In this case the 
ambient fluid gained heat (and buoyancy) from the jet, appar
ently in the region above the jet, while the region below the jet 
was not affected. Different temperature profile developments 
were observed in the cases when the jet fluid temperature was 
smaller than the respective ambient temperature. For instance, 
experiment TSIO represents the case of a negatively buoyant 
jet (see also Tables 3 and 5). A strong deformation of the 
temperature field was recorded over the whole tank length in 
the region below the injection level, whereas it was not changed 
significantly above the slug level. 

Results from experiment TSl3 described above proved the 
influence of double-diffusive effects on the jet flow (see also 
Fig. 6(a, b)). Basic jet characteristics for this experiment ap
pear in Tables 3 and 4. It is apparent from Fig. 6{b) that the jet 
deviated from the initial horizontal direction after approximately 
100 s. Unfortunately, we have no detailed temperature and den
sity measurements during this interval of time and we can only 
speculate about what happened with the AT and AS values. 
However, the jet behavior is in agreement with the description 
provided in paper I. 

Atkinson et al. (1988) examined the role of double-diffusive 
convection on interfacial heat and salt fluxes at the upper and 
lower boundaries of the gradient zone. A criterion for determin
ing the importance of double-diffusive mixing was defined as 
tc < til,, where t^ is the boundary layer instability time scale 
and tsj: is the eddy time scale in the mixed layer. The values of 
tc and fji, according to Atkinson et al. (1988) may be calculated 
as 

tr = 
nkf 

lyRn, 

gaAT{l ' T " ^ 

h 
(2a, b) 

where r = ks/kr is diffusivity ratio, kp and ks are molecular 
heat and salt diffusivities, respectively, Ra,, = gbgd]-! Qovkj is 
critical value of Rayleigh number, h is mixed layer depth, and 
u^ is friction velocity. Using representative values of kr = 
1.4-10-^ cm^ s"' , V = IQ-^ cm^ s^', a = 2-10-'*°C-', and 
considering that the critical value of Ra^ is in the range 1000-
1600, it was shown that for AT = 5 - 30°C values of t^ are 
between 15-100 sec. Although the flow configurations consid
ered by Atkinson et al. (1988) and in the present case are 
different, it is possible to compare ?,, directly with experimental 
observations. For experiment TSl3 the jet rose on 2.0 cm pre
sumably due to heat diffusion after about 80 sec. This result 
correlates with Atkinson et al. (1988) prediction quite well. 
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Fig. 8 Slug length versus elapsed time for experiments of type TS: (a) Neutrally buoyant 
layers; (b) negatively and positively buoyant layers 

5 Jet Deviation 
In paper I it was determined that the buoyant layer deviation 

from the horizontal axis A 7 could be expressed in terms of 
characteristic length scales in the following form 

IN \ 'N IN 
(3) 

where IQ characterizes the distance from the origin over which 
the source volume flux exerts a dynamic influence on the flow 
field, (this length scale is essentially the nozzle diameter); lu 
characterizes the distance from the origin over which the mo
mentum flux is important relative to the buoyancy flux; and IN 
is a length scale which characterizes the strength of the source 
momentum flux relative to stratification. 

In the present experimental runs the IQ/IN ratio was in the 
range 3.0-5.0; however, no influence of the ratio IQ/IN on the 
vertical deviation could be observed. Instead, the IM/IN ratio has 
a certain effect on the vertical deviation. For increasing iMitN 
we could observe a decreasing value of AY/IN. This phenome
non was already observed by investigators in the analysis of 
turbulent jets (e.g., Johnstone and Zangrando, 1988), but this 
has never been confirmed experimentally for jets of small mo
mentum flux. The present set of experiments showed that for 
laminar or transition to laminar flow conditions the buoyancy 
forces are the main factor defining the behavior of the buoyant 
fluid layer. Volume flux and momentum flux had only a limited 
influence on the buoyant layer. 

The specific form of (3) was found by regression of the 
experimental data. 

^ = 0.3-((^, , 
IN 

'N (4) 

Figure 9 shows the experimental data together with the regres
sion curve for the T, S, and TS series. It is obvious from Fig. 
9 that experimental points for single and double-diffusive buoy
ant jets are located in the same field. Therefore, the mechanism 

driving buoyant jet deviations in single or double-diffusive envi
ronment is the same. This approximation should give better 
results when double-diffusive jets are influenced by strong 
buoyancy forces and double-diffusive effects are not important. 
Results provided by Eq. (4) may not be correct if the jet has 
initially the same density as the receiving fluid, but different 
temperature and salinity. In this case, as shown previously, the 
jet deviates from the initial horizontal level mainly due to dou
ble-diffusive effects. 

The numerical model developed in paper I was calibrated 
with the present experimental results in order to determine the 
optimal values of the drag coefficient Co and the entrainment 
coefficient a (see paper I) . It was found that the parameters 
which produce the best agreement between experimental devia
tions and numerical predictions are Co = 2.0 and a = 0 . 1 . This 
last parameter is valid only before the point of jet collapse, as 
explained in paper I. After this point the value of a was reduced 
by two orders of magnitude to correspond with the reduction 
in turbulence. Figure 10 shows the measured and the computed 
vertical deplacement for experiments of type T, S, and TS. 
Very good agreement is seen. Minor differences can be found 
between predicted and experimental data for strongly negative 
buoyant layers. 

6 Concluding Comments 
The present set of experiments was performed to analyze 

the behavior of neutral and buoyant jets in single and double-
diffusive environments. These experiments proved the practical 
possibility of creating and maintaining a stable layer flowing in 
a stratified environment without significant mixing between the 
layer and the ambient environment. Observations of the flow 
patterns in the experimental tank showed that the flow in the 
stratified environment is quite complicated and basically three 
dimensional. 

Simultaneous injection and withdrawal of neutral buoyant 
fluid layers under laminar conditions creates circulation patterns 
in the horizontal plane which however could not cause convec-

Table 4 Injected and ambient fluid properties for neutraUy 
buoyant fluid layers 

Table 5 Injected and ambient fluid properties for buoyant 
fluid layers 

Run 

TSl 
TS3 
TS7 
TS9 
TSll 
TS13 
TS14 

AC (%) 

0.30 
-0.38 

0.37 
0.09 

-0.18 
-0.34 

0.40 

Ar (°C) 

4.8 
-6 .3 

5.4 
1.6 

-3 .8 
-5 .8 

6.5 

^e.j 

0.90 
0.87 
0.99 
0.81 
0.68 
0.84 
0.89 

Case 

5fo -• 5a 
9b^9a 

5b 
5c 

9b->9a 
9a 
5b 

Run 

TS5 
TS6 
TS8 
TSIO 
TS12 
TS15 
TS16 

AC (%) 

3.5 
-1.03 

2.38 
l.IO 
0.44 
2.30 
0.83 

AT (°C) 

19.3 
1.3 

-8.5 
-5 .8 
-3.8 
-4 .5 
15.3 

^eJ 

2.62 
11.46 
4.05 
2.74 
1.67 
7.40 
0.78 

Case 

5a 
8 
6 
6 
6 
6 

5c -> 5a 
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Fig. 9 Measured vertical deviations versus the nondimensional parame
ter of Eq. (4) for experiments of type T, S, and TS 

tive transport in the gradient zone. This is not the case during 
injection of buoyant layers, which deviate from the injection-
withdrawal ports level and as a result strong density profile 
deformation appears immediately above (below) that level. The 
regions close to the top and bottom of the gradient zone are not 
affected by the jet injection presumably due to the selective 
nature of the withdrawal procedure and convective currents in 
the horizontal planes which can not lead to vertical density 
transport. 

The injection of buoyant fluid into a stratified environment 
leads to a certain layer deviation from the horizontal level. This 
phenomenon occurs immediately after injection starts, until the 
fluid reaches an equilibrium level. At this level the ambient 
density is equal to the density of the mixed fluid layer. After 
that moment the fluid propagates as a nonbuoyant fluid layer 
for a certain distance from the downstream wall. In our experi
ments we found this distance to be approximatively 1.0 m, 
consistent with the predictions of Browand and Winant (1972). 

The experimental data were used to calibrate a numerical 
model which is able to simulate fluid injection into a stratified 
ambient fluid. Comparison of numerical and experimental re
sults proved the capability of the numerical model to correctly 
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Fig. 10 Measured and computed vertical deviations 

simulate the fluid development. The validation of the present 
mathematical model offers an alternative approach for jet simu
lations in stratified flows. The intrinsic simplicity of this ap
proach should be of some appeal for practical uses in engi
neering practice, mainly as a tool for the engineering solution 
of a wide class of environmental and industrial problems. 
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A P P E N D I X A 

Construction of the Density Gradient 

Different filling procedures were developed to establish the 
required gradients. The first procedure essentially adopts the 
Oster (1965) approach, where less dense fluid from a first tank 
is mixed with fluid of higher density in a second tank. The 
gradient zone is built by discharging one above the other layers 
of decreasing density from the second tank. These two tanks, 
named Tank 1 and Tank 2, were located above the flume. This 
first procedure was applied for experiments of type S, where 
only salinity concentration varies along the flume depth. For 
experiments of type T, where only temperature varies along the 
flume depth, this procedure was not applicable, and a different 
flume filling technique had to be implemented (see below). 

A mathematical model was developed to set the main parame
ters which characterize the gradient zone filling as a function 
of time. We consider experiments of type S, but the analysis is 
identical when temperature variations are included to create a 
double-diffusion ambient fluid. At the beginning of each experi
ment Tank 1 and Tank 2 are filled with water of different salt 
concentrations C\ and C^, respectively. The salt concentrations 
in each tank are set according to the relationship 

C\ — GrXa (A.l) 

where Gc < 0 is the required salinity gradient and YG is the 
required stratified zone depth. The flume is initially filled until 
a given level with water at concentration Cz. From this moment, 
say f = 0, fluid quantities from both Tank 1 and Tank 2 are 
mixed in tank M and then diverted to the water flume. The mass 
and solute conservation equations for tank M are 

CM 

QM=Q^+ Qi 

QxC, + Q2C2 
(A.la-b) 
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where gi ^nd Qi are the outflows from Tank 1 and Tank 2, 
respectively; QM is the outflow from tank M at concentration 
CM- The infinitesimal level variations in the flume, caused by 
the water discharge QM, is 

dyr = — at (A.3) 

The concentration variation in time, required to set the given 
density gradient Gc, is therefore 

dt dt 
QM (A .4) 

The flume is of rectangular shape, so that Af is constant. In 
addition, we assume that the filling is done in such a manner 
that QM does not vary in time. Integration of the differential 
Eq. (A .4), subject to the initial condition CM = C2 for t = 0, 
leads to the following expression for the concentration variation 
in tank M. 

CMW = C2 + GC ^ t 
Ar 

(A .5) 

Introducing the mass and solute conservation equations (A .2) 
we obtain, after some algebric manipulations, the following 
explicit expressions for the discharges Qx and Q2, diverted at 
time t into tank M from Tank I and Tank 2, respectively: 

Gi = 

1 -

Ql 
C, - C2 AF 

Gc QM 

C, - C, Ap 
t]QM (A.6a-b) 

where 

QM = 
Va ArYa 

Va is the volume of water needed to fill the gradient zone, T is 
the time required for filling the stratified zone; it is usually set 
according to operational considerations, and eventually deter
mine the velocity of the gradient zone filling process. It should 
be noted that, according to Eq. (A .6), Qi = 0, QM = Qi for t 
= 0 and Qi = QM, Q2 = 0 for f = T. The minimum volume 
content of tank I and 2, required for the filling of the gradient 
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Fig. A.1 Desirable and measured densities in a saiinity-stratified gradi
ent zone after ttie flume filling 

zone, may be determined by integrating Qi and Q2 from t 
lo t = T. Simple mathematical manipulation leads to 

V2 iVa (A .7) 

During the flume filling, to avoid turbulence water was dis
charged from the mixing tank to the flume through a floating 
raft. The filling time was usually kept equal to 3 hours. After 
every flume filling operation good agreement was recorded be
tween the required and the measured density gradients. In Fig. 
A. 1 both the required and measured density gradient are com
pared; this figure shows that density variations are well within 
the accuracy of the density measurement. The same procedure 
was applied to create a double-diffusive stratification, character
ized by negative gradients of temperature and salinity. 

The temperature gradient required for experiments of type T 
could be prepared by filling the laboratory flume with water of 
constant temperature up to a given level. Then, increasingly 
warmer water was diverted, mixing fluid from Tank 1 and Tank 
2, to the flume through a floating raft. Because of the high heat 
diffusivity, heat diffuses rapidly downward creating a certain 
temperature gradient. Then, the required temperature gradient 
could be obtained by continuously discharging warm water and 
letting it overflow past a specified threshold. Temperature pro
files were measured every 30 minutes until the central part of 
the stratified zone was located at the level of the jet exit. 
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The Vortical Structure of 
Parasitic Capillary Waves 
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A two-dimensional numerical simulation of the parasitic capillary waves that form 
on a 5 cm gravity-capillary wave is performed. A robust numerical algorithm is 
developed to simulate flows with complex boundary conditions and topologies. The 
free-surface boundary layer is resolved at the full-scale Reynolds, Froude, and Weber 
numbers. Seventeen million grid points are used to resolve the flow to within 6 X 
10"' cm. The numerical method is used to investigate the formation of parasitic 
capillary waves on the front face of a gravity-capillary wave. The parasitic capillary 
waves shed vorticity that induces surface currents that exceed twenty-five percent of 
the phase velocity of the gravity-capillary wave when the steepness of the parasitic 
capillary waves is approximately 0.8 and the total wave steepness is 1.1. A mean 
surface current develops in the direction of the wave's propagation and is concen
trated on the front face of the gravity-capillary wave. This current enhances mixing, 
and remnants of this .mrface current are probably present in post-breaking waves. 
Regions of high vorticity occur on the back sides of the troughs of the parasitic 
capillary waves. The vorticity separates from the free surface in regions where the 
wave-induced velocities exceed the vorticity-induced velocities. The rate of energy 
dissipation of the gravity-capillary wave with parasitic capillaries riding on top is 
twenty-two times greater than that of the gravity-capillary wave alone. 

1 Introduction 
The formation of parasitic capillary waves was first measured 

by Cox (1958). Longuet-Higgins (1963) developed a theory 
based on the assumption that the parasitic capillary waves are 
steady in a frame of reference moving with the carrier wave. 
The potential-flow simulations of Dommermuth (1994b) show 
that the ripples are not steady and actually undergo a nonlinear 
recurrence. Perlin et al. (1993) also observe nonlinear recur
rence in their experiments. In addition, nonlinear recurrence is 
observed in the model equation that Ferguson et al. (1978) use 
to study parasitic capillary waves. 

Okuda et al. (1977) and Ebuchi et al. (1987) observe that a 
strong vortical region forms in the crest of steep wind-generated 
waves in the neighborhood of the parasitic capillary waves. 
Based on a boundary-layer theory, Longuet-Higgins (1992) ar
gues that the source of the vortical region, which he calls a 
vortical roller, is the parasitic capillary waves. Longuet-Higgins 
shows that the peak vorticity values occur slightly aft of a 
capillary wave's trough and that a mean flux of vorticity is 
induced by the capillary waves. Based on momentum argu
ments, he determines that the resulting surface currents that 
would form beneath steep parasitic capillary waves can ap
proach the phase speed of a gravity-capillary wave. 

Based on an earlier investigation of vortex tubes interacting 
with a free surface (see Dommermuth, 1993), we make exten
sions to our method that enable us to resolve the free-surface 
boundary layer beneath very steep gravity-capillary waves. The 
new numerical algorithm is capable of imposing complex 
boundary conditions on a curved boundary. We use this new 
numerical capability to investigate the vortical structure of a 5 

* Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 544 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
May 31, 1994; revised manuscript received October 7, 1994. Associate Technical 
Editor: D. F. Telionis. 

cm near-breaking gravity-capillary wave. This wavelength is 
shorter than the wave-lengths that Duncan et al. (1994) measure 
(!=»80 cm) and Longuet-Higgins (1994) and Longuet-Higgins 
et al. (1993 and 1994) model (>40 cm). Our numerical simula
tions show that parasitic capillary waves are primarily responsi
ble for the production of vorticity, whereas in the experiments 
of Duncan et al. (1994) and the analysis of Longuet-Higgins 
(1994), the formation of a cusp leads to flow separation. 

Our numerical simulations of the formation of parasitic capil
lary waves on the front face of the 5 cm carrier wave is qualita
tively similar to the experiments of Cox (1958), Chang et al. 
(1978), Perlin et al. (1993), and Lin and Rockwell (1995). 
Regions of high vorticity form in the troughs of the parasitic 
capillary waves. The vorticity induces strong surface currents 
down the face of the gravity-capillary wave. These surface cur
rents may be an important mechanism for mixing of the upper 
few centimeters of the free surface. 

2 Mathematical Formulation 

2.1 Field Equations. Let u = xi{x,z, t) = {u,w) repre
sent the two-dimensional velocity field as a function of time. 
Applying Helmholtz's theorem gives: 

u = V</) -I- U, (1) 

where 4>{x, z, t) is a velocity potential which describes the 
irrotational flow and \3{x, z, t) = (U, W) is a solenoidal field 
which describes the vortical flow such that: 

V V = 0 

V • f/ = 0. 

(2) 

(3) 

Since (f) satisfies Laplace's equation and the divergence of the 
rotational field (U) is chosen to equal zero, the total velocity 
field (u) conserves mass. Note that U may contain a portion 
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of the irrotational field depending on how the boundary condi
tions are defined. 

Based on this Helmholtz decomposition of the velocity field, 
the total pressure H is defined in terms of a rotational pressure 
P and an irrotational pressure as follows: 

n 
a</) 1 

V<^-V(^ 
1 

• z . (4) 

Here, the pressure terms are normalized by pUl where Uc is 
the characteristic velocity and p is the density. F^ = UllgL^ is 
the Froude number and Lc is the characteristic length. The verti
cal coordinate z is positive upward, and the origin is located at 
the mean free surface. Substituting these decompositions (1 and 
4) into the Navier-Stokes equations gives: 

— + ( ( [ / - y + v<^)-v)u + (u-v)v</. 

Wi-1,1 •i-1,1 1i-l 

Wi.|.2 *! 

Wu K\ 1, 

Wi+1,3 fiH-LJ 

Fig. 1 The fully-staggered grid 

== - V P + — V^U, 
Ra 

(5) 

where DIDt = didt -(- V • V is a substantial time derivative, 
V = (X,, Z,) accounts for the motion of the interior flow due 
to the surface waves. Re = UcLJv is the Reynolds number, and 
V is the kinematic viscosity. The V terms are equivalent to the 
D'Alembert terms that occur in the equations of Dimas and 
Triantafyllou(1994). 

The field equations and the boundary conditions for the veloc
ity field are used to deduce the rotational pressure in the fluid 
and the behavior of the rotational pressure near the boundaries. 
The divergence of the momentum equations (5) used in combi
nation with the mass-conservation equations (2 and 3) are used 
to derive a Poisson equation for the rotational pressure. This 
Poisson equation is subject to a solvability condition (see Dom-
mermuth, 1994a). 

2.2 Exact Free-Surface Boundary Conditions. Let the 
free-surface elevation be given by z = r?(x, y, t). The unit 
normal to the free surface is then given by 

V77 

{-v., 1) 
(6) 

The Helmholtz decomposition of the velocity field requires 
an additional boundary condition to be prescribed on the free 
surface. We impose that the rotational velocity is zero on the 
free surface: 

U-n = 0. (7) 

This constraint means that the evolution of the free-surface 
elevation is entirely prescribed in terms of the free-surface ele
vation and the velocity potential as follows: 

dri 
— + 7?A - <Az = 0, 
at 

(8) 

where each term is evaluated on the free surface, z = rj. 
In addition to the two kinematic conditions (7 and 8), the 

normal and tangential stress conditions must also be satisfied 
on the free surface. The normal stress condition is 

# 1 

dt 2 
+ -{(j>l- ^]) + % 0 A + — 7? - P 

Fr̂  

+ — inMW, + 4,^) + nMW, -^ U, + 2<^,,) 
R 

+ n,n,{U, + <^^)) = -Pa + 
1 Vx: 

(9) 

where d/dt = dIdt + r],<p^ is a substantial time derivative, Pa 

is the atmospheric pressure, We = pU^LJT is the Weber num
ber, r i s the surface tension, and (M^, n^) are the A:z-components 
of the unit normal. 

For a clean free surface, the tangential stress condition is 

0. (10) 

The tangential stress boundary conditions can be modified to 
account for surfactants as shown by Dommermuth (1993). 

3 Numerical Formulation 

The momentum Eqs, (5) , kinematic condition (8), and the 
normal stress condition (9) are integrated with respect to time 
using a third-order Runge-Kutta scheme. Each stage of the 
Runge-Kutta scheme is formulated to inhibit the accumulation 
of errors in the divergence of the rotational flow field. The 
rotational pressure is used to project the rotational velocity onto 
a solenoidal field with zero normal velocity on the free surface 
(7) . Laplace's equation for the potential (2) and Poisson's 
equation for the rotational pressure are solved at each stage of 
the Runge-Kutta scheme, and a solvability condition is enforced 
for the rotational pressure. A multigrid solution scheme is used 
to solve the three-dimensional elliptic equations. Periodic 
boundary conditions are used on the sides of the domain and a 
free-slip boundary condition is used on the bottom. 

3.1 Gridding. Figure 1 illustrates the fully-staggered grid 
that is used in the numerical simulations. The solenoidal veloci
ties ( [ / , W) and the rotational pressure (P) are staggered rela
tive to each other. The grid spacing is evenly spaced along the 
horizontal (x) and vertical (z) directions. As a reference point, 
the position of the grid points for the velocity potential are 
provided below: 

Xl,k = iA^ 

za = Vi - ^Zi(k- 1), (11) 

where i — 1, I^ax and k = I, K^^ are the indices along the x-
and z-axes, respectively, rji is the free-surface elevation at .J:: = 
iAx. The grid spacings are Ax = LII^^ and Azj = (?7, + D)l 
(̂ max ~ 1)> where L is the length and D is the depth. 

3.2 The TAME Algorithm. The numerical simulation of 
near-breaking waves at full scale is difficult because the wave 
steepness is order one, and the various length and time scales 
are disparate. The free-surface boundary layer is difficult to 
resolve since it is very thin relative to the wave-length and the 
wave amplitude. The free-surface boundary conditions are also 
difficult to impose on the exact position of the free surface, 
especially the tangential-stress condition (10). 
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Fig. 2 Nine-point stencil for tiie evaluation of tiie Laplacian 

The numerical simulation of near-breaking waves required 
the development of a new numerical algorithm named Taylor's 
Accurate Method of Evaluation (TAME). TAME uses Taylor 
series expansions to evaluate functions and their derivatives 
directly in physical space. The TAME algorithm can have sec
ond- or higher-order accuracy, even on unstructured grids. The 
accuracy of the TAME algorithm is not sensitive to grid irregu
larities, grid stretching, or grid coarsening. TAME permits the 
evaluation of nonanalytic functions, and it can incorporate 
boundary conditions that are arbitrarily complex. TAME can 
be used to calculate derivatives, to perform interpolation, ex
trapolation, and smoothing, to provide upwind biasing, and to 
enforce boundary conditions. TAME applies equally well to 
two- and three-dimensional problems. 

3.3 A TAME Laplacian. The stencil that is used to eval
uate a TAME Laplacian is illustrated in Fig. 2. The Laplacian 
operator is required in the Laplace equation for the velocity 
potential (2), the viscous diffusion terms (5), and the Poisson 
equation for the vortical pressure. 

As an example of TAME's implementation, consider the Tay
lor-series expansion of the velocity potential: 

<̂ ('> = 0<") +A;c,</.<"> +A^.-c^'-'-t-
AxJ 

</>i 

-t- Ax,Az><j>iT + ^zl 4> (0) (0) 
XXX 

AxjAz, UO) 

AxiAzJ 
4> ^f<^^ Axt 

24 
<̂  

(0) 
xxxx 

Ax]Azi 

Ax^Azj Azl 
24 

UO) 

(12) 

. (0) 
where (/>"" is the value of (p at the Taylor-expansion point, 4> * 
are the values at neighboring points, and Ax, = A:''' 
and Azi = z '" - z'"' are offsets in the horizontal and vertical 
directions, respectively. 

On the nine-point stencil that is illustrated in Figure 2, sec
ond-order approximations to J^^."' , (̂ f*, (^i?', (l)i°\ and </>̂?* are 
obtained by selectively solving for terms (<)!)i°\ (j)[''\ (/>$?*, 
0«*, <^K'- 0 S . < ^ S . and 4>'^l,) in the Taylor-series expansion 
as illustrated below: 

Axi 

Axs 

d<j) (0) 

dx 

AxlAzl d'4> (0) 

dx^dz' 

</,<" - <^< 

<!> (8) _ <^(0) 

(13) 

If the velocity potential, i.e., </)*'\ is known, this procedure 
provides its derivatives, including the Laplacian, at all of the 
grid points. If, however, the solution to a boundary-value prob

lem is required, then the Laplace operator must be expressed 
in terms of the neighbors of 0 ' " ' : 

</>!?'+ <̂ ?̂' = I Q C ^ ^ ^ - C ^ ' " ' ) , (14) 

where the coefficients, c,, are derived by inverting the equations 
in Eq. (13). This stencil for the interior points of the velocity 
potential is supplemented with other stencils near the boundaries 
to impose either Dirichlet, Neumann, or mixed boundary condi
tions. The resulting boundary-value problem is amenable to 
iterative solution procedures because the diagonal and the off-
diagonal terms are multiplied by the same coefficients, which 
promotes diagonal dominance. 

The TAME algorithm requires Gaussian elimination with par
tial pivoting to be performed at each grid point. This operation 
is performed in parallel on the CM-5 computer. As noted by 
Dr. Edwin P. Rood in a private communication, an additional 
gain in efficiency could be reaUzed by building a special com
puter chip to solve the TAME low-order systems-of-equations. 

3.4 A TAME Treatment of the Free Surface. The 
TAME algorithm has been developed primarily to treat the 
tangential-stress boundary condition on the free surface (see 
Eq. 10). Figure 3 illustrates the stencil that is required to evalu
ate the viscous diffusion terms with the tangential-stress condi
tion imposed. Ten samples of the [/-velocity grid and eleven 
samples of the W-velocity grid are required for second-order 
accuracy on a curved free surface. (Note that [/*", which ap
pears in the stress condition, is not on the [/-velocity grid.) 
[/< '̂, [/<", . . . , [/<•»» and W " , W-^K ..., W"' are expanded 
about the locations of the points [/*"' and VF'"*, respectively, 
as shown in Eq. (12). The tangential-stress boundary condition 
is also expanded in a Taylor series about the same two points: 

([/<"' + Ax,[/<°' + Az,[/L"> + . . . + W f )(«,^ - ni) 

+ 2([/f> + Ax^UiV + AzM? + . . . - W *"')«.«, 

= - 2 < ^ < r ( n , ^ - n ? ) - 2 ( ( ^ * (t)[f)nji. 

The Taylor-series terms that are eliminated for both [/'°* and 
W" ' include the x-, z-, xx-, xz-, zz-, xxx-, xxz-, xzz-, zzz-, and 
xczz-derivatives. This leads to twenty independent equations for 
derivatives of [/*"' and VF*"' near the free surface. The diffusion 
terms are evaluated as ([/<?' + [/*°>)/Re and (M î̂ "' -f-
VKi°')/Re and they are then inserted into the Navier-Stokes 
equations (5) . The points that are in the interior of the fluid 

Fig. 3 Stencil for viscous diffusion terms with tangential-stress condi
tion Imposed 
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Fig. 4 Formation of ripples on a 5 cm gravity-capillary wave. Parts (a) 
and (b) plot the initial free-surface elevation and slope. Parts (c) and (d) 
plot the same quantities at time t = 4.8416. The x-axis has been periodi
cally extended. 

are evaluated using the nine-point stencil that we have discussed 
in the previous section. 

3.5 Numerical Accuracy and Computations. The sec
ond-order accuracy of every TAME subroutine is tested by 
prescribing as input a quantity that has a known solution. The 
accuracy and the convergence rates of the elliptic solvers are 
also tested using known solutions. For a 4096 X 4097 grid, the 
elliptic solvers converge to machine accuracy using only sixteen 
iterations of V-cycle multigrid and ten iterations of a damped 
Jacobi smoother per V-cycle. The vaUdated TAME tools are 
combined to simulate free-surface waves. The final assembled 
code is tested using exact Stokes waves as initial conditions. 
Convergence and validation studies are available in the JFE 
Data Bank. 

4 Numerical Results 

4.1 The Initial Conditions. We examine the formation 
of parasitic capillary waves on the front face of a 5 cm gravity-
capillary wave. Let the characteristic length and velocity be 
denoted by L̂  = \ and U^ = VgX, respectively, where \ is the 
length of the gravity-capillary wave and g is gravity. Then the 
Froude, Weber, and Reynolds numbers are F, = 1, We = pg\^/ 
T, and Re = g ' " \ ' 'V i / , where p is the fluid density, T is the 
surface tension, and u is the kinematic viscosity. For our numer
ical simulation of a 5 cm wave, F, = 1, W^ = 331, and Re = 
35,000. 

The two-dimensional numerical simulation is initialized us
ing an exact solution for a gravity wave. The exact solution for 
the gravity wave is based on a numerical procedure that is 
similar to Schwartz's (1974) algorithm. The parasitic capillaries 
are generated from rest due to a parametric resonance. Figure 
4 illustrates the formation of ripples on a 5 cm gravity-capillary 
wave. The wave profile is initially smooth, but ripples naturally 

form as a result of nonUnearities in the governing equations. 
Longuet-Higgins (1963) shows that this phenomenon is irrota-
tional. 

The initial steepness of the gravity wave is 0.2827, and the 
mean depth is equal to one quarter of a wave length. In our 
simulation, we initially use an inviscid boundary-layer formula
tion (see Dommermuth, 1994b). After the parasitic capillary 
waves have reached their maximum steepness at time t = 4.5, 
we switch to full Navier-Stokes solutions. The free-surface ele
vation and the velocity potential from the inviscid formulation 
are used as initial conditions for the Navier-Stokes formulation. 
At first, we use a moderate resolution Navier-Stokes solution. 
Later, we switch to high resolution Navier-Stokes solutions to 
establish convergence. The inviscid formulation enabled us to 
take larger time steps with a lower resolution than is possible 
with the fully-resolved Navier-Stokes formulation. We use 512 
X 129 grid points for the inviscid simulation and 2048 X 513, 
4096 X 1025, and 8192 X 2049 grid points for the viscous 
simulations. The time step of the inviscid simulation is At ~ 
3.75 X lO"-*, and the time steps of the viscous simulations are 
At = 8.0 X 10"*, At = 1.0 X 10^ \ and At = 4.0 X 10"' , 
respectively. Low-pass filtering of the free-surface elevation 
and the velocity potential permits larger time steps to be taken 
than is possible without low-pass filtering. 

Surface vorticity will form whenever there is flow near a 
curved free surface (Longuet-Higgins, 1992). This creation of 
surface vorticity is used to check the accuracy of our Navier-
Stokes simulation as described in the next section. The free-
surface boundary-layer develops from rest as the surface vortic
ity diffuses into the bulk of the flow. 

Based on a boundary-layer thickness 6^ = 2/(Re(j), where 
cr^ = ITT is the wave frequency, the resolutions of the boundary 
layer used in the Navier-Stokes simulations are ten, twenty, and 
forty grid points. We are currently developing a capability that 
would permit even higher resolution of the free-surface bound
ary layer by using grid stretching. However, the present capabil
ity, with no grid stretching, is useful for investigating the effects 
of turbulence on the formation of parasitic capillary waves. 

The calculation of sixteen hundred time steps of the inviscid 
boundary-layer formulation with 512 X 129 grid points required 
three hours on the 256-node partition on the CM-5 at the Univer
sity of Minnesota Army High Performance Computing Research 
Center. The calculation of four hundred time steps of the Na
vier-Stokes formulation with 2048 X 513 grid points required 
six hours, two hundred time steps of the 4096 X 1025 simulation 
required eight hours, and forty time steps of the 8192 X 2049 
simulation required four hours. 

4.2 The Vortical Structure. Figure 4 illustrates the for
mation of ripples on a 5 cm gravity-capillary wave. Parts (a) 
and (b) show the initial free-surface elevation and slope. Parts 
(c) and (d) show the same quantities at time t = 4.8416. The 
X-axis has been periodically extended to double the horizontal 
extent of the computational domain. The wave is propagating 
from right to left. The numerically-predicted train of parasitic 
waves appears similar to the laboratory measurements of Cox 
(1958), Chang et al. (1978), Perlin et al. (1993), and Lin and 
Rockwell (1995) who measure wavelengths of about 5, 6-12, 
6-10, and 8.8 cm, respectively. 

The initial wave steepness is approximately e = 0.3. When 
the parasitic capillary waves form, the steepness increases to e 
!=» 1.2. The formation of parasitic capillary waves leads to a 
significant increase in the rate of wave energy dissipation. The 
rate of wave energy dissipation is 

dt 

dEj, + 
dt dt 

CtC^n'n (*'^S 

dt 

where E„ is the total wave energy, E^ is the wave kinetic 
energy, £•„ is the wave potential energy, and E, is the wave 
superficial energy. 
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(a) 

(b) 

(0 

(d) 

(e) 

(f) 

Fig. 5 Free-surface quantities, (a) Free-surface elevation, (b) Vorticity. 
(c) Tangentiai component of the soienoidai velocity field, (d) Tangential 
component of the potential velocity field, (e) Tangentiai component of 
the total velocity field, (f) Normal component of the total velocity field. 

According to the linearized theory of Lamb (1932), 

dE„ 

dt 
0), 

where fc = 27r is the wavenumber of the gravity-capillary wave. 
Based on the present numerical results, dEy,Jdt is twenty-two 
times greater with parasitic capillary waves than without them. 
This result agrees with that of Longuet-Higgins (1962), who 
estimated an order of magnitude increase for a 6 cm carrier 
wave. 

Figure 5 shows the following quantities on the free surface 
at time t = 4.8416: (a) the free-surface elevation, (b) the vortic
ity, (c) the tangential component of the soienoidai velocity field, 
(d) the tangential component of the potential velocity field, (e) 
the tangential component of the total velocity field, and (f) 
the normal component of the total velocity field. The normal 
component of the total velocity field is equal to the normal 
component of the potential velocity field because the normal 
component of the soienoidai velocity field is zero. The dashed 
horizontal curves are 401-point moving averages along the x-
axis. The dashed vertical lines indicate the locations of the 
minima of the surface vorticity. The direction of the tangent 
(t) is in the direction of wave propagation. 

The extrema of the vorticity occur slightly aft of the wave 
troughs of the parasitic capillary waves, which agrees with the 
capillary-wave boundary-layer theory of Longuet-Higgins 
(1992). The extreme minima in vorticity occur behind the 
troughs because the wavy portion (V<^) of the flow sweeps the 
vorticity back and up against the troughs. Figure 5d shows 
that the wave-induced tangential velocities are positive in the 
troughs, in the opposite direction of wave propagation. Figure 
5f shows that normal velocity is positive behind the troughs, 
i.e., upward on the right-hand sides of the troughs. These two 

components of velocity push the vorticity baclc and up against 
the troughs of the parasitic capillary waves. 

Longuet-Higgins (1992) argues that a vortical roller forms 
at the wave crest due to vorticity diffusing from beneath the 
parasitic capillary waves. According to Longuet-Higgins, the 
surface currents that are induced by this type of vortical roller 
are in the direction of wave propagation. In Fig. 5c, our numeri
cal simulations show that the surface currents induced by the 
vorticity are down the face of the wave. At the crest of the 
gravity-capillary wave (see Fig. 5c) for 0.40 =s ;c < 0.50), our 
numerical simulations show that the vorticity induces a very 
weajc current that is in the opposite direction of wave propaga
tion, which disagrees with Fig. 12 in Longuet-Higgins' paper. 
Compared to the magnitude of the vorticity that occurs near the 
troughs of the parasitic capillary waves, the vorticity in the crest 
of the gravity-capillary wave is very weak, and its sign is the 
opposite of what Longuet-Higgins (1992) indicates in his Fig. 
12. We conjecture that a strong vortical roller with a sign that 
corresponds to the results of Longuet-Higgins (1992) and the 
wind-wave experiments of Ebuchi et al. (1987), could form 
under the action of wind or when flow separation occurs, but 
without wind or flow separation there is no strong vortical roller 
at the crest of a gravity-capillary wave. The mere diffusion of 
vorticity from beneath the parasitic capillary waves does not 
appear to be a strong mechanism for generating a vortical roller. 

Longuet-Higgins et al. (1993, 1994) show that an inviscid 
instability could lead to the formation of a cusp-like feature 
near the crest of a steep gravity wave. (The gravity waves that 
Longuet-Higgins et al. (1993, 1994) analyze are longer (>40 
cm) than the 5 cm wave that we have simulated.) If the flow 
separates beneath the cusp, as Duncan et al. (1994) observe in 
their experiments, then Duncan et al. (1994) and Longuet-Hig
gins (1994) argue that a shear-layer instability could lead to 
the formation of long capillary waves and spilling. This type 
of mechanism for spilling breaking is different from the mecha
nism that appears in our numerical simulations. In our numerical 
simulations, there is no cusp and no flow separation. However, 
the formation of steeper parasitic capillary waves than we simu
late in this paper could lead to flow separation. Longuet-Hig
gins, in a private communication, suggests that another type of 
spilling may be caused by parasitic capillary waves becoming 
so steep that they pinch off a bubble of air and the flow sepa
rates. Our numerical simulations appear to show the early stages 
of this type of spilling event. 

The mean vorticity on the front face of the wave is negative 
as illustrated by the dashed curve in Fig. 5b. The negative mean 
vorticity gives a mean tangential velocity that is down the face 
of the gravity-capillary wave. The mean surface current down 
the face is observed in Fig. 5c. We conjecture that as the wave 
steepens and the vorticity becomes stronger, the tangential ve
locity that is induced by the vortical portion (U • t) of the flow 
may cancel the tangential velocity that is induced by the wavy 
portion of the flow (V</)-1). We observe that U- t is ninety 
degrees out-of-phase with S/cj) • t. Although U • t oscillates, it is 
almost completely negative and has a mean negative value. 
V(f) • t oscillates ])ositive and negative about the positive mean 
value that is induced by the gravity-capillary wave. 

Figure 5c shows that the tangential velocity induced by the 
vortical portion of the flow is negative, in the direction of wave 
propagation. For very steep waves, U • t will be directly down
ward in the troughs of the parasitic capillary waves and V(/) • t 
will be upward. If the magnitude of U • t exceeds V</) • t, a vortex 
will be swept down into the fluid. Figure 5e shows that U • t 
reduces V0 • t at the troughs and increases it at the crests of 
the parasitic capillary waves. Once the vortex is outside the 
boundary layer, the potential portion of the flow will sweep it 
back toward the crest of the gravity-capillary wave. 

The mean surface currents that are induced by vorticity are 
represented by the dashed lines in Fig. 5c. Remnants of the 
surface currents are probably present even after the wave spills. 
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of gravity-capillary 
wave 
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Vonex-induced 
current down 
face of wave 

Fig. 6 The vortical structure and tiie velocity field of a near-breaking 
gravity-capillary wave with no wind effects 

Since U • t is down into the fluid when the parasitic capillary 
waves are very steep, it contributes to the transfer of energy, 
momentum, heat, and gases into the bulk of the fluid and the 
mixing of the upper few centimeters of the boundary-layer. 

Duncan et al. (1994) conjecture that an instability occurs on 
a shear layer that is located between two layers of fluid, one 
immediately below the capillary waves, and one slightly deeper. 
In the layer immediately below the capillary waves, the flow 
appears to be moving down the face in their experiments. This 
layer of fluid would correspond to U • t in our numerical simula
tions. In the slightly deeper layer, the flow is moving up the 
face of the wave. This deeper layer of fluid corresponds to 
Vcj)-t. We differ with Duncan et al., however, in that our 
numerical simulation of a 5 cm wave shows that the flow sepa
rates near the troughs of the parasitic capillary waves. This 
mechanism differs from the shear-layer instability of Duncan, 
et al., who observe flow separation at the cusp of a 80 cm wave. 
Figure 6 summarizes our results. 

Figure 7 compares the free-surface vorticity as predicted by 
numerics to theory. The theory is based on the analyses of 
Longuet-Higgins (1992) and Wu (1995). According to theory, 
the surface vorticity (w*) is a function of the total normal veloc
ity (M„), the total tangential velocity (w,), and the surface curva
ture (K): 

\ dt 
(15) 

In this theory, the surface vorticity is dominated by the potential 
portion of the flow because the solenoidal portion is small. The 
surface vorticity can be calculated using two different methods: 
first, using Eq. (15) and second, using the definition of vorticity 
{ui' = V X [/ evaluated on z = 77). As a result, Eq. (15) can 
be used to check how well the free-surface boundary-layer is 

(a) 

(b) 

Fig. 7 Free-surface vorticity. Numerical predictions are denoted by a 
solid line and the difference between numerical and theoretical predic
tions is denoted by a dashed line. 

Cc) 

Fig. 8 The subsurface structure of parasitic capillary waves, (a) Vortic
ity. (b) Solenoidal velocity field, (c) Potential velocity field. 

resolved in a numerical simulation. As shown in Fig. 7, the 
numerical predictions of the surface vorticity agree very well 
with theory. The relative error between numerical and theoreti
cal predictions is less three percent for our highest resolution 
simulation. 

Figure 8 shows the vorticity and velocity fields at time t = 
4.84. Figure 8a shows the vorticity field. Fig. 8b shows the 
solenoidal velocity field in a fixed frame of reference, and Fig. 
Be shows the potential velocity field in a frame of reference 
moving with the wave. The wave is propagating from right to 
left. The tops of the figures correspond to the free surface, and 
the figures are four boundary-layer thicknesses deep based on 
a boundary-layer thickness 6^ = 2/(R^a). In real physical units 
the figures are about 1 mm deep. About three-quarters of a 
wavelength is shown in Fig. 8. The maximum vector magnitudes 
in Figs. 8b and 8c are 0.80 and 0.096, respectively. The stream
lines are parallel to the free surface in Fig. 8c because the flow 
is nearly steady. As shown in Fig. 8b, the streamlines are parallel 
to the free surface because the component of the vortical flow 
that is normal to the free surface is zero by construction. 

As shown in Fig. 8a, there are strong vortices beneath the 
troughs of the parasitic capillary waves and a weak separation 
zone in the crest of the gravity-capillary wave, which is clearly 
visible in Fig. 8b. For a longer wave than we simulate. Professor 
Longuet-Higgins (1992) predicts that vorticity diffusing from 
beneath the parasitic capillary waves would lead to the forma
tion of a vortical roller in the crest of gravity-capillary wave 
with a different sign than what is observed in Fig. 8b. Longuet-
Higgins (1992) predictions are based on laminar-flow analysis 
with no flow separation. We conjecture that wind stress or flow 
separation from beneath parasitics or a cusp could lead to the 
formation of a vortical roller that would have the same sign as 
what is observed in laboratory studies of wind-wave generation. 
However, in the absence of wind and if the flow has not sepa
rated, the sign of the vorticity is as illustrated in Figs. 8a and 
8b. These numerical results agree qualitatively with the experi
mental results of Lin and Rockwell (1995), who used Digital 
Particle Image Velocimetry to calculate the vorticity beneath 
the parasitic capillary waves. The signs of the vorticity that 
Lin and Rockwell (1995) measure agree with our numerical 
predictions. 

Figure 8b clearly shows the circulation zones that exist be
neath parasitic capillary waves. The circulation zones may be 
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an important mechanism for mixing the upper few centimeters 
of the free-surface boundary layer. 

5 Conclusions 
Parasitic capillary waves form on the front face of steep 

gravity-capillary waves. Regions of high vorticity are located 
near the troughs of the parasitic capillary waves. The vorticity 
induces strong surface currents. For very steep parasitic capil
lary waves (e > 2) , the surface currents can become so strong 
that the flow separates and injects vorticity into the fluid below 
the troughs of the parasitic capillary waves. This injection of 
vorticity convects energy, momentum, heat, and air bubbles 
below the free surface. The parasitic capillary waves can be
come so steep that the flow separates beneath them and they 
pinch off a bubble of air. 

JFE Data Bank Contribution 
The convergence properties of the TAME numerical algo

rithm have been deposited in the JFE Data Bank. The numerical 
convergence is illustrated using a combination of energy and 
enstrophy conservation laws, experimental and analytic results, 
and enforcement of selected free-surface boundary conditions. 
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Flow Distribution and Pressure 
Drop in Diffuser-IVIonolith Flows 
Most current automotive catalytic converters use diffusers to distribute the flow field 
inside the monolithic bricks where catalysis takes place. While the characteristics 
and performance of a simple diffuser flow are well documented, the influence of 
downstream brick resistance is not clear. In this paper, the trade-off between flow-
uniformity and pressure drop of an axisymmetric automotive catalytic converters 
is studied numerically and experimentally for selected cases. The monolithic brick 
resistance is formulated from the pressure gradient of fully developed laminar duct-
flow and corrected for the entrance effect. The monolithic brick downstream stabilizes 
the diffuser flows both physically and computationally. A distribution index was 
formulated to quantify the degree of nonuniformity in selected test cases. The test 
matrix covers a range of different diffuser angles and flow resistance (brick types). 
For simplicity, an axisymmetric geometry is chosen. Flow distribution within the 
monolith was found to depend strongly on diffuser performance, which is modified 
strongly by brick resistance. Pressure drop due to the headers and brick resistance 
and their relative roles is also identified. The implications of these data for converter 
design are discussed in terms of the trade-off between flow-uniformity and pres
sure drop. 

Introduction 
IVIonolithic catalytic converters have been used extensively 

in automobiles to comply with the limits imposed on pollutant 
emissions. Much effort has been devoted to design and develop
ment to improve the catalyst-gas conversion efficiency of cata
lytic converters. This efficiency, from a fluid dynamics point 
of view, depends strictly on the mass transfer rate between gas 
and catalysts, which is dominated by the influence of the gas 
flow field at the monolith inlet section, including inlet diffuser, 
which most current automotive catalytic converters use to dis
tribute the flow field inside the monolithic bricks where catalysis 
takes place. While the characteristics and performance of a 
simple diffuser flow are well studied and documented, the in
fluence of downstream brick resistance is not clear. The resul
tant flow uniformity strongly affects the light-off condition and 
the lifetime of converters (Oh et al., 1985; Bella et al., 1991; 
Lai et al., 1992). Also, a significant portion of the exhaust-
system pressure loss is attributed to the catalytic converters. 
Thus, there is a need to study the trade-off between pressure-
drop and flow uniformity as affected by different flow (engine 
operating conditions) and geometric (packaging constrains) pa
rameters. 

An earlier analysis (Lai et al., 1992) applied finite difference 
techniques simulate the 3-D internal flow field of non-reacting 
dual-monolith automotive catalytic converters. Monolithic brick 
resistance was formulated from the pressure gradient of fully 
developed laminar duct-flow and corrected for the entrance ef
fect. This correlation was found to agree with experimental 
pressure drop data, and was introduced as an additional source 
term into the nondimensional momentum equation within the 
brick. Flow distribution within the monolith was found to de
pend strongly on diffuser performance, which is a complex 
function of flow Reynolds number, brick resistance, and inlet 
pipe length and bending angles. In general, flow distribution 
inside the brick is found to be more uniform with smaller Reyn-
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olds number and larger brick resistance, with a straight inlet 
pipe rather than a bent one, and with a shorter pipe rather than 
a longer one. The predictions were in very good agreement with 
the velocity measurement using laser Doppler anemometry for 
a few selected cases (Lai et al., 1992). This paper presents a 
parametric study of the trade-off between flow-uniformity and 
pressure drop of an axisymmetric diffuser-bricks-nozzle con
figuration, i.e., dual monolith bricks with tapered inlet- and 
outlet-headers. 

Diffusers are widely used in flow systems to convert kinetic 
energy to potential energy. There are many experimental studies 
of diffuser performance. For example, mine and his co-workers 
(e.g., Chui and Kline, 1967; Reneau et al , 1967; Ghose and 
Kline, 1976, 1978; Bardina et al , 1981) at Stanford University 
have conducted a great deal of experimental and analytical re
search on two-dimensional (2-D) planar diffusers. Different 
operating regimes (no stall, transitory stall, bistable stall and 
jet flow) have been identified and data on pressure losses have 
been compiled (e.g., Cockrell and Markland, 1963; White, 
1986) for 2-D planar diffusers. However, similar regimes for 
conical diffusers are less well defined. Although simple in ge
ometry, 2-D diffuser flows actually present one of the most 
complicated type of flows because they are rotational, three-
dimensional, and subject to an extremely high streamwise pres
sure gradient. Consequently, diffuser flows are difficult to inves
tigate, not only experimentally but also computationally. Most 
of the earlier analyses of 2-D turbulent planar and conical dif
fuser flows were based on boundary layer approximations, and 
the solutions were obtained by solving the integral equations 
(Ghose and Kline, 1976, 1978; Senoo andNishi, 1977; Bardina 
et al., 1981). For uniform inlet flows and small diffuser angles, 
therefore, the effect of geometry on overall performance has 
been fairly well established. However, since parabolic calcula
tion ignores downstream effects, the complicated adverse pres
sure gradient effects cannot be properly accounted for. In addi
tion, integral solution is incapable of providing detailed flow 
distribution information. 

Only recently have there appeared a few appUcations of mul
tidimensional CFD techniques to diffuser flows. Hah (1983) 
used a second-order skew-upwind scheme with the algebraic 
Reynolds-stress turbulence model to calculate the effects of 
inlet swirl and distortion in conical diffuser flows. However, 
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the comparison with experimental data was quite limited, and 
only for swirl inlet flow. Yuan et al. (1991) used a McCor-
mack's predictor-corrector scheme with subgrid scale turbu
lence model to analyze a 2-D non-symmetric planar diffuser 
flow. Comparison with data is limited to only one non-symmet
ric planar geometry with no-stall condition. Lai et al. (1989) 
used a SIMPLE algorithm with standard and low-Re models 
to compute 1.3-degree (half-angle) planar and 4-degree (half-
angle) conical diffuser flows, both limited to no-stall conditions. 
They found that the standard model can predict the behavior of 
the pressure coefficients and centerline velocity correctly, but 
overpredicts in the near wall region. The low-Re model with a 
coarse grid or without correction for pressure gradient effects 
fails even worse. The results show that a modified low-Re model 
with a fine grid is capable of better performance. Most of these 
recent analyses, however, are all limited to the unstalled region 
and are very specific concerning the test geometries. This dem
onstrates the difficulties involved in predicting the complicated 
diffuser flows, even the unstalled ones. 

Even though the ability of the standard k ~ t model and wall 
function to account for strong pressure gradient and streamline 
curvature effects in complicated diffuser flows may be limited, 
they are used in the present analysis because they are relatively 
insensitive to grid density and easy to implement. These consid
erations are particularly important in the present study, since a 
large number of flow geometries and conditions must be com
puted. The shortfall of the standard k — e model and wall 
function is also less severe for diffuser flows with large angles, 
since the separation point is fixed, as in flow over a backward-
facing step. In addition, downstream block resistance helps to 
stabilize the flow and the computation, as will be discussed 
later. Therefore current approach is a feasible and presently 
available solution to the engineering design problem. For sim
plicity, an axisymmetric geometry is chosen for the current 
study. Although this may impose a severe limitation, since sepa
rated diffuser flows in the transitory or stable stalled regimes 
are known to be quite three-dimensional, the experimental re
sults for selected cases show good agreement with predictions. 
Our main focus is on how the brick resistance modifies diffuser 
performance, and its implications for engineering design in 
terms of flow uniformity and pressure loss. 

as the reference length and velocity scales, the formulation for 
the nondimensional pressure gradient within the duct is then 

BR = E 
28.488 V, 

Re, DL 
(2) 

where Re, is the Reynolds number at the inlet pipe, K. is the 
flow velocity inside the cell of the brick, Di,c is the hydraulic 
diameter of the cell, and £ is a correction factor for the entrance 
effect similar to the treatment of Johnson and Chang (1974): 

1 + 
0.0445 Y 

(3) 

where x = LIDhc Re^ is the nondimensional brick length and 
Re^ = VcDhcIv is the Reynolds number inside the monolith cell. 

Simulated local flow velocity with high accuracy inside the 
monolith is required to prescribe the pressure gradient indicated 
in Eq (2). To achieve this aim, the flow inside the monolith is 
treated as one-dimensional. Convection and diffusion transports 
in the other two directions are disabled. The effect of the poros
ity of the brick is included by partially blocking the streamwise 
convective and diffusive fluxes across the discretized cell sur
face. 

Local flow velocity inside the monolith V,, is solved together 
with the rest of the converter in the multidimensional simulation 
of momentum transport. This formulation has been vaUdated 
with experimental pressure drop data across bricks of different 
cell densities and at different flow rates up to a cell Reynolds 
number of 2000 when transition to turbulence occurs. Since 
the cell Reynolds number seldom exceeds 2000 in practical 
operation, there is no need to correct for turbulence effects. 

The analysis considers a stationary, incompressible, three-
dimensional turbulent flow. The nondimensional time-averaged 
equations of motion are: 

Conservation of mass (continuity): 

dX, 
= 0 (4) 

Conservation of momentum: 

Numerical Approach 
The brick resistance formulation of the monolithic square-

cell flow passage can be reduced by empirical experimental 
pressure drop data (Yamamoto et al., 1990) or derived from 
the Darcy equation for steady, incompressible, fully developed 
laminar flow in a constant-area duct (White, 1986) as 

/ , Re,e„ = 56.91 (1) 

By choosing the diameter and mean velocity at the inlet pipe 

t/y 
dUi 

' dXj 

^ dP d 
-2 -I-

dX, dXj 
Re 

+ J^, ^ ^ ' ^ \ ^ B R (5) 
dXj SX,,' 

where P is the normalized pressure, nondimensionalized with 
respect to the dynamic head at the inlet pipe, ^pVj; BR is the 
brick resistance formulated by Eq. (2), which is only turned 

N o m e n c l a t u r e 

BR = nondimensional pressure 
gradient due to the mono
lithic brick resistance, in 
Eq. (2) • 

Cp = pressure recovery coeffi
cient, 

Ci, C2, C^ = model constants, in Eq. 
(10) 

Dkc = hydraulic diameter of the 
cell inside the monolithic 
brick 

E - correction factor for the en
trance effect, in Eq. (3) 

Gt = generation term of, in Eq. 
(9) 

k = turbulent kinetic energy 
M,i = maldistribution index, in Eq. (11) 

P = normalized pressure, P/j/oV j 
P = pressure 

Re = Reynolds number 
Vc — flow velocity inside the cell of the 

brick 
y, = average flow velocity at the inlet 

pipe 
[/, = mean velocity in the (-direction 
Xi = body-fitted coordinate system 
Xi = normaUzed coordinate system, x,- / 

O, 
e = dissipation rate of turbulent kinetic 

energy, k 

C^k 

fi = dynamic viscosity 
u = kinematic viscosity 
u, = turbulent kinematic viscosity, 

Eq. (6) 
p = density of the fluid 

Ue = turbulent Prandtl/Schmidt num
bers, Eq. (10) 

Subscript 

/ = at inlet pipe 
c = inside the cell of the monolithic 

brick 
1 = at the inlet of diffuser 
2 = at the exit of diffuser 
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al., 1986). A 4-watt argon ion laser at 488 nm wavelength is 
used as the light source. The LDA system is mounted on an 
optical base which is traversed at various points along the opti
cal axis to measure velocities along the brick surface. A TSI 
counter processor (model 1980B) is used for signal condition
ing and processing; the data are then acquired and analyzed 
using a personal computer through an A/D converter (Data 
Translation 2828). 

The air flow is generated by suction using a vortex blower 
downstream. The air flowrate is carefully metered using a lami
nar flow meter consisting of a calibrated monolith brick and 
a differential pressure transducer (MKS 220CA). Fine water 
droplets generated by a humidifier are introduced well upstream 
of the inlet as seeding particles for the LDA system. Static 
pressure data are also taken at selected locations along the air 
gap, rear nozzle and exit pipe. 

on inside the brick along the streamwise direction. The standard 
k - e model is used to calculate the turbulent eddy viscosity 
as 

I'r = C„ (6) 

The model equations for turbulent kinetic energy k and turbulent 
dissipation rate e are 

dUjk _ d /v,dk 

dXj ~ dXj [ffkdXj 
+ G,-e 

dUjC _ d IV, dt 

dXj dXj \a,dXj 
+ Ci - Gk - C2 — 

(7) 

(8) 

where Gt is the generation term of k: 

G, = J ^ + ^ ) ^ (9) 
\ dXj dX,) dXj ^ 

The dimensionless empirical constants recommended for 
plane shear layers and plane jet (Launder and Spalding, 1974) 
are used here without alteration: 

C„ = 0.09, 1.44, C2 

a, = 1.3 

1.92, a, = 1, 

(10) 

In order to quantify the degree of flow uniformity, an index 
must be devised to evaluate the design performance. This is 
done by first sorting the individual velocities across the monolith 
according to their magnitude and then integrating the mass flux, 
in reducing order, with respect to the frontal area. An ideal 
uniform distribution curve is linear. Referring to Fig. 1, the area 
A between the distribution curve and the linear curve represents 
the degree of maldistribution. A maldistribution index, M^, is 
taken to be the normalized area with respect to the worst possi
ble distribution, area B; i.e.. 

M, = 
area A 

area B 
(11) 

Experimental Apparatus and Procedures 
The experimental setup is shown in Fig. 2. Axial mean veloci

ties were measured using Laser Doppler Anemometry (LDA) 
at 1 mm upstream from the leading face of the first monolith. 
The flow Reynolds numbers investigated were 25,000 and 
135,000 based on inlet pipe diameter for 10, 30, and 50 deg 
diffuser half-angles. The LDA system used in this experiment 
is a single-channel, dual-beam system, in backscatter mode. 
One of the split laser beam is displaced to the optical axis in 
order to make measurement close to the brick surface (Lai et 
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Results and Discussion 

Brickless Diffuser Flows. First of all, the performance of 
the current approach on brickless diffusers is examined. In this 
study, the characteristic length and velocity scales used to non-
dimensionalized geometry and flow quantities are taken to be 
the diameter and the averaged velocity at the inlet pipe. Conical 
diffusers with a fixed diffuser length of 2.2A but different 
diffuser angles are considered for analysis. All the diffuser 
angles referred to in this paper are the half-angles of the diffuser. 
The inlet pipe length is fixed at 1.66A- A uniform velocity 
profile is prescribed at the inlet with a Reynolds number of 
135,000, corresponding to fully turbulent diffuser flows with 
thin inlet boundary layers. It is well known that for brickless 
diffusers, the addition of even a short uniform duct downstream 
augments both the maximum value of the pressure recovery 
coefficient and the area ratio at which it occurs. Therefore, a 
1.66A-long uniform pipe was added to the diffuser section. A 
coarse grid of 2 X 13 X 54 is used for the computation. 

A comparison of the computed pressure recovery coefficient, 
Cp, with those mapped by McDonald and Fox (1966) is shown 
in Fig. 3. Owing to the limited information available for their 
experimental conditions, the comparison is only preliminary. In 
general, the predicted response of Cp with respect to the diffuser 
angle is delayed compared with the experimental data, although 
the maximum Cp value, ca. 0.54, is predicted accurately for the 
configuration considered. The predicted Cp is lower at smaller 
diffuser angles. Therefore, the maximum Cp point (where the 
flow begins to separate) is postponed until a larger angle. This 
is due to the three-dimensionality of the separated flow during 
inside a conical diffuser and the underprediction of friction 
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Fig. 3 Predicted and measured pressure recovery coefficients for coni
cal diffusers 

velocity for the unstalled regimes by the standard k — e model, 
similar to the result of Lai et al. (1989). After the flow separates, 
however, the measured C,, seems to drop faster than the pre
dicted trend. For diffuser angles larger than 30 degrees, when 
the flows become highly unsteady and rotational, the computa
tion also becomes relatively unstable, reflecting the shortcom
ings of the turbulence model and the limitations of the current 
numerical approach, which is limited to two-dimensional and 
steady-state solution. This can be monitored by looking at the 
residual convergence history. As the diffuser angle increases 
past bulk separation, convergence of the solution also deterio
rates. However, when block resistance is added at the diffuser 
exit, the computation and flow are stabilized tremendously; the 
convergence history is obviously improved. This is because the 
presence of the brick constrains the size of the separation bub
ble, forcing the separated flow to reattach within the diffuser 
and making the flow field to be more axisymmetric. With the 
improved physical and numerical stability, and the availability 
of some limited experimental validations (Lai et al., 1992), 
the current numerical approach should be applicable to design 
analysis of the diffuser-brick flows. Applications to brickless 
diffusers, however, are less well validated, especially for large 
diffuser angles. These results are included only for comparison. 

Diffuser-Monolith-Nozzle Flows. For the analysis of dif
fuser-brick flows, the following geometries were considered, 
with applications to automotive catalytic converters in mind: 
The diameter of the cylindrical monolithic brick section was 
taken to be 2.23 D,, resulting in an area-expansion-ratio of 5. 
The length of the inlet pipe was fixed at 3.6D,. The diffuser/ 
nozzle angle and the brick resistance were varied. The Reynolds 
number at the inlet. Re,, was also fixed at 135,000. A plug flow 
velocity profile was used for the initial boundary condition at 
the inlet. Figure 4 shows the typical grid geometries used in the 
computations. Two 1.65D,-thick monolithic bricks separated by 
a 0.55 D, air gap were placed between the diffuser and the 
nozzle. A coarse grid system of 2 X 13 X 86 was used to carry 
out the parametric study. Care was taken to insure that the first 
grid from the wall lies within the log law-of-wall layer. A grid 
sensitivity test was performed by increasing the grid densities 
80 and 150 percent more. The results show that the coarse grid 
is sufficient for the present analysis, with less than one percent 
variation in pressure drop including total, 1st brick and 2nd 
brick and less than two percent in the maldistribution index. 
Four brick resistance values were chosen for the computation: 
0, 0.38V,, 0.48K, and O.VOV,. These four cases are denoted as 
brick types N, L, M, and H, corresponding to No brick, Low, 
Medium, and High brick resistance. With an inlet pipe diameter 
of 46 mm, the three resistance values correspond to the condi
tions of 0.465, 0.62, and 0.93 cell-per-square-mm (or 300, 400, 
and 600 cell-per-square-inch) bricks having the same wall-
thickness of 0.152 mm. 

Figure 5 shows numerical results of the flow distributions 
inside the first monolith for type M brick, with different diffuser 
angles. As the diffuser angle increases, flow is concentrated 
more to the center of the brick because flow separation inside 
the diffuser leads to jet impingement on the brick surface. Poros
ity of the brick in effect reduces the flow area; therefore, the 
averaged velocity is around 0.26, rather than 0.2 as expected 
from the area-expansion ratio of 5. Since the monolith con
strains the flow to be one-dimensional, one maldistribution in
dex describes the flow distribution for the entire brick. Figure 
6 shows numerical results of the maldistribution index for the 
entire test matrix. The flow inside the second brick is much 
more uniform as a result of the flow redistribution inside the 
air gap. To study the flow uniformity issues, therefore, only the 
index of the first brick needs to be shown. For the no-brick case 
(case N), the flow separation bubble extends well into the 
constant-area casing; therefore, the maldistribution index con
tinues to change after the diffuser. The rapid rise of the index 
values at about 5 degrees indicates the onset of diffuser separa
tion for all cases. Compared with the no-brick case, brick resis
tance greatly dampens the effect of bulk flow separation but 
does not seem to delay its onset. As expected, brick resistance 
makes the flow distribution more uniform. The higher the brick 
resistance, the better the distribution. The smallest index values 
are obtained when the diffusers are not stalled. However, from 
the practical point of view, the diffuser length is always limited 
by the packaging constraints. A small increase in the diffuser 
length when it is short, shows a great improvement in flow 
distribution initially. In this region, an increase in the brick 
resistance also improves the flow distribution significantly. 
However, these benefits quickly become marginal as the diffuser 
becomes longer. Because of packaging constraints, a very long 
diffuser is usually not practical. Therefore, realistic diffuser 
angles are in the range from 20 to 50 degrees, corresponding 
to diffuser lengths of 3.5 to 0.5 times the inlet pipe diameter. 

Figure 7 shows numerical results of the variation of static 
pressure in the axial direction for a type M brick with a 30 
degree diffuser. Note that the pressure data are surface-averaged 
and relative to the pressure at the exit pipe. The static pressure 
variation (solid line) is quite plausible; it shows a large increase 
(pressure recovery) at the diffuser, an almost constant-gradient 
decrease within the bricks (with some pressure recovery within 
the air gap), then a sharp drop at the nozzle. The total pressure 
(including the dynamic head) variation is also shown as dash 
line in Fig. 8. Excluding the variations within the diffuser and 
the nozzle, it shows a monotonic decrease. Similar to the find
ings of Wendland et al. (1991), the total pressure drop is pri
marily due to the brick resistance and the headers, with only 
minor contributions from the air gap. 

The breakdown of pressure loss due to the first and second 
bricks and the headers (including the nozzle and the diffuser) 
for a type M brick at different diffuser angles is shown in Fig. 
8. It is observed that pressure losses due to headers alone are 
quite significant and are comparable to those due to the bricks. 
For type M brick, the header loss roughly amounts to between 
one-third and one-half of the total pressure drop. The pressure 
loss due to the headers is the same using either static or total 
pressure data, although the static pressure loss due to the headers 
is actually the difference between the larger pressure drop at 
the nozzle and the smaller pressure recovery of the diffuser. 

Figure 9 also shows numerical results of the total pressure 
drop data compiled for the test matrix. The fact that the pressure 
drop penalty rises faster when the diffuser half-angle is larger 
than 50 degree also suggests that these geometries should be 
avoided. Compared with Figure 6, pressure variation does not 
show the change of slope in the maldistribution index around 
10 degrees. Therefore, a very long diffuser which operates in the 
unstalled region does not really improve the pressure penalty, in 
spite of the fact that it has the most uniform flow distribution. 
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This further confirms that practical diffuser angle should be in 
the range of 20 to 50 degrees. 

Some headers are foreshortened or truncated (i.e., feature 
sudden expansion from the inlet pipe to the monolith brick), 
since they can be made more easily than tapered headers. Figure 
10 shows the performance comparison between converters with 
truncated and tapered headers, both having type M bricks. Trun
cated headers introduce larger pressure loss and maldistribution 
index. Although there is room between the monolith and the 
sudden expansion for flow to redistribute through the vena con-
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Fig. 5 Axial flow distribution inside the first monolith for type M brick 

tracta, turbulence mixing causes significant loss of flow poten
tial. The loss in the truncated header will decrease if the expan
sion volume is enlarged (i.e., increasing LJDi). Also shown 
in the figure is one case with oval cross-section (three-dimen
sional) headers from an earlier analysis (Lai et al., 1992); this 
has the same area-expansion ratio, Reynolds number, and brick 
type. Compared to axisymmetric header cases, three-dimen-
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sional headers also have a larger pressure loss and maldistribu
tion index. 

Comparison With Experimental Results. Figure 11 
shows the comparisons of the predicted and measured axial 
velocity profiles at the leading face of the first monolith. The 
Reynolds number is 25,000 and 135,000 based on inlet condi
tion for 30 deg diffuser half-angle. It is found that the simulated 
and the experimental results are in very good agreement, val
idating the current numerical approach. High-Reynolds-number 
flows have less uniform velocity profiles. It is interesting to 
note that the peak velocity tends to move away from the center-
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Fig. 11 Simulated and measured velocity profiles at the leading face of 
the first monolith. 0.62 cpsmm with 0.165 mm thicl<ness 

line with increasing diffuser angles; this is more obvious for 
the low Reynolds number (25,000) case. In the high Reynolds 
number cases, however, the results show that the momentum 
near the centerline is large enough to overcome the brick resis
tance and the impinging-jet-like profile persists further. Figure 
12 also shows the good agreement between the computed static 
pressure profiles with the measurements at selected locations 
for 10, 30 and 50 deg diffuser half-angles with different brick 
properties under the high Reynolds number flow conditions. 
All the values of pressure were normalized based on the exit 
conditions (atmospheric pressure). 

The standard procedures for uncertainty analysis recom
mended by Kline and McClintock (1953) and KUne (1985), 
were performed to estimate the appropriate uncertainty bands 
for the velocity and pressure measurements. The estimated un
certainty for measured velocity is less than 2.5 percent at Re = 
25,000, and 2.8 percent at Re = 135,000.;rhe measured pressure 
data P were converted to the nondimensional P. The accuracy 
for the pressure transducer (±0.2 percent reading) was obtained 
from the manufacturer's specification and the uncertainty for 
the property was derived using the ideal gas equation of state 
for the ambient air, and the uncertainty in air density p turned 
out to be 1 percent on the average. The resulting uncertainty is 
1.1 percent for pressure measurements. 

Summary and Conclusions 
In this paper the flow fields of dual-monolith automotive 

catalytic converters are studied numerically; an axisymmetric 
geometry was used. Limited experiments at low Reynolds num
ber validate the numerical approach. The implications of these 
data to the converter design are discussed in terms of the trade
off between flow-uniformity and pressure drop. Flow distribu
tion within the monolith was found to depend on the diffuser 
performance, which is modified strongly by the brick resistance. 
Realistic diffuser angles are in the range of 20 to 50 degrees, 
corresponding to diffuser lengths of 3.5 to 0.5 times the inlet 
pipe diameter. Truncation of both the inlet and outlet headers 
will introduce a larger pressure loss, but the effect could be 
reduced by providing enough room between the sudden expan
sion and the monolith for more thorough mixing. Also, the 
monolithic brick downstream stabilizes the diffuser flows both 
physically and computationally. 

The influence of the headers and brick resistance on pressure 
drop is also identified. Pressure loss due to the outlet header 
remains relatively constant, while the diffuser pressure recovery 
decreases significantly with increasing diffuser angles. Hence, 
a longer inlet header combined with a shorter outlet header is 
more desirable than symmetric headers if the total length of the 
converter is fixed. 
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Compared with axisymmetric tapered header cases, both trun
cated and three-dimensional headers have larger pressure loss 
and maldistribution index. Increasing the pipe diameter relative 
to the monolith size not only decreases pressure drop signifi
cantly, but also decreases the maldistribution index and im
proves the overall converter efficiency. 

The trade-off relationship between the pressure drop and flow 
uniformity implies that one can utilize brick resistance or differ
ent diffuser angle to optimize the converter efficiency. However, 
for practical design optimization, the trade-off must include the 
catalysis conversion efficiency, which also is a strong function 
of flow uniformity. 

Based on the results of the flow distributions presented in 
this study, the CFD (Computational Fluid Dynamics) model 
at the current stage is seen to give fairly accurate predictions 
of flow field of diffuser-monolith flows. Thus the numerical 
model can be used extensively in the routine converter design 
process. 
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Quantitative Visualization of a 
Submerged Pseudoplastic Jet 
Using Particle Image 
Velocimetry 
A preliminary experimental study of a pseudoplastic jet flow is reported in this 
paper. The velocity field was measured using Particle Image Velocimetry. Unlike a 
Newtonian jet, the pseudoplastic jet was observed to experience a sudden drop in its 
velocity at a reproducible position downstream of the nozzle for the range of velocities 
examined. This position moved downstream with an increase in the nozzle exit veloc
ity. The center-line streamwise velocity decayed as X"'^ toX "•'" within the terminating 
region of the jet for three different nozzle exit velocities of 2.43, 3.17, and 5.42 
m/s. This decay is in contrast to X^' decay for a turbulent or laminar Newtonian 
jet. The location of the terminating region did not appear to scale with Reynolds 
number. Plasticity number, or Hedstrom number. At Reynolds numbers of 3000 and 
6400, the imtantaneous streamwi.se velocity maps indicated that the flow was fairly 
laminar, with a sinuous instability appearing at the higher Reynolds number condi
tion. Close observation of the jet indicated that local turbulence could exist within 
regions of high shear rate. Further detailed study is required to confirm this observa
tion. 

1 Introduction 

Flows of submerged pseudoplastic jets have received limited 
attention in the literature. There is, however, considerable inter
est in understanding the behavior of these jets, which are pro
posed to be used for resuspension of settled slurries and colloi
dal dispersions in waste tanks located at various DOE sites. The 
wastes in some of these tanks have been shown to be rheologi-
cally complex fluids, many exhibiting pseudoplastic behavior, 
with and without yield strength. For design of waste mobiliza
tion and uniformity processes, several state-of-the-art computa
tional tools are currently being used. In most cases, the codes 
assume that turbulence within non-Newtonian fluids is similar 
to its Newtonian counterpart (Trent and Michener, 1993). It is 
also commonly assumed that the jet spread rate is identical to 
a turbulent Newtonian jet (Terrones and Eyler, 1993). Because 
of the lack of experimental data in this area, most of the compu
tational tools used for modeling the flow of purely viscous non-
Newtonian jets are neither validated nor verified. 

The studies performed on purely viscous non-Newtonian jets 
have focused on laminar pseudoplastic jets (Gutfinger and Shin-
nar, 1964; Serth, 1972; Mitwally, 1978; Kumar et al., 1984; 
and Jordan et al., 1992). In most of these studies, the authors 
have attempted to develop similarity solutions for the laminar 
flow region. Studies of turbulent non-Newtonian jets are limited 
to viscoelastic fluids. In the late 60's and early 70's, there 
was some interest in understanding the effect of drag reducing 
polymers (i.e., the effect of viscoelasticity) on the structure of 
turbulence in free-shear flows. There is disagreement on how 
the addition of long chain drag reducing polymers affect the 
dissipation and inertial scales of turbulence (White, 1969; 
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Baker, 1973). Koziol and Glowacki (1989) provide an excel
lent review of the literature on this subject. 

The objective of the current study is to investigate how a 
pseudoplastic (shear-thinning) rheology influences the flow to
pology, turbulent structures, and decay of the center-line veloc
ity in a transitional/turbulent round jet submerged in the same 
fluid. A particle image velocimeter (PIV) is used for qualitative 
and quantitative visualization of the flow field. The instanta
neous velocity, shear-rate, and cross-stream vorticity within a 
longitudinal plane inclusive of jet center-line have been mea
sured. The main features of the flow have been compared to a 
Newtonian jet at the same ' 'Reynolds Number'' ' and stream-
wise location. Also the changes in the flow structures in the non-
Newtonian jet are observed for two different Reynolds numbers. 

2 Experimental Apparatus and Procedure 

2.1 Flow System. Figure 1 is a schematic diagram of the 
experimental setup. The tank dimensions are 30 cm X 60 cm 
X 40 cm. The jet is injected into the tank through a 3.57 mm 
diameter nozzle. A straight tube section more than 20 nozzle 
diameters in length was used prior to the exit of the nozzle to 
ensure suppression of any secondary flow generated at the tube 
bend. The jet was driven by a j hp flexible impeller pump. Two 
ball valves were used to control the jet flow rate. The nozzle 
exit velocity was measured during each run using a Laser Dopp-
ler Velocimeter system. Care was taken to align the nozzle 
discharge in the horizontal and vertical directions. The uncer
tainty in geometric alignment of the jet in the FZ-plane is A(F/ 
D) = ±1.5 and A(Z/D) = ±1.5 at XID = 80. 

The fluid used was an aqueous solution of Carbopol*^ 980. 
The solution consists of 0.12 percent wt. of the resin dispersed 
in water. The mixture is slightly acidic at this point and has a 
viscosity very close to that of water. In order to obtain a pseu-

' Re,) = pUl'"D"/S"''K, where p is the fluid density, U,, is the jet exit velocity, 
D is the nozzle diameter, n is the behavior index, and K is the consistency factor 
as defined in the Theological model of the fluid in this paper. 
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Fig. 1 Schematic diagram of the experimental setup 

doplastic rheology, we neutralized the solution using Sodium 
Hydroxide (NaOH). The rheology of the solution is a strong 
function of pH. Special care was taken to ensure that the final 
mixture was stabilized at pH = 7.0. All of the data were col
lected with the same batch of fluid to eliminate variability in 
the properties of the fluid from one experiment to the next. A 
small sample of the fluid was collected following each experi
ment and immediately characterized using a standard controlled 
shear rate rheometer. The resulting rheogram is shown in Fig. 
2. An Ostwald model of the form T = K\y\"~^y appears to be 
the most appropriate simple constitutive relation which de
scribes the rheology of the fluid. In the above relation, r (Pa) 
is the shear stress, y (1 /s) is the shear rate, K is the consistency 
factor, and n is the behavior index. Using K = 3.41 and n = 
0.32 gives the best fit in the 0 to 5 sec"' range of shear rate 
and K = 2.552 and n = 0.4066 in the 0 to 300 sec"' range. 

2.2 PIV System. The experimental technique used in this 
study for measurement of the velocity is a multiple pulsed pho
tographic Particle Image Velocimetry (PIV) system. A simpli
fied diagram of the PIV setup is shown in Fig. 1. A Q-switched, 
frequency doubled Nd:YLF laser was used as the light source. 
A light sheet, approximately 0.5 mm thick, was formed using 
a cylindrical lens and it was centered along the centerline of 
the jet with an uncertainty in its position being less than 0.5 
nozzle diameter. The illuminated section was imaged using a 
70 mm Hasselblad camera with a magnification of 0.475 ± 
0.001. A galvanometric scanning mirror was used to add a 
velocity shift to the image in order to eliminate the directional 
ambiguity. After analysis of the data, the shift velocity was 
subtracted from the velocity field (see Adrian, 1991). The un
certainty in the mirror scan rate was found to be less than 0.5 
percent. A 15 cm X 15 cm fused silica window was used as an 
observation window through the liquid surface interface. The 
images were recorded on Kodak TMAX-400 film, with a resolu
tion better than 150 lines/mm. Images were printed on poly-
contrast Kodak paper to a net image magnification of 2.5. The 
prints were scanned on a flat-bed scanner with a gray scale 
resolution of 24 pixels/mm (60 pixels/mm in real space dimen
sion). The original gray scale images were analyzed on a work
station, without image enhancement or thresholding. 
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Fig. 3 Flow diagram of the analysis software for finding velocity distribu
tion using the spatial auto-correlation method 

2.3 Image Analysis. The analysis approach used in this 
study is based on the method of spatial autocorrelation, which 
is commonly used for analyzing PIV images (Cenedese and 
Paglialunga, 1990; Adrian, 1991; Willert and Gharib, 1991). 
Figure 3 shows the algorithm used in the analysis software. The 
function f(m,n) represents the gray scale (8-bit) information 
in an image. The local displacement of the particles within the 
image is found by using the autocorrelation analysis. The aver
age velocity within this sampling window is the ratio of the 
displacement to the time-step size between two consecutive 
laser pulses. In the current study, 256 pixel X 256 pixel sam
pling window was used. This translates to an averaging area of 
4 mm X 4 mm in the real space. The sampling window was 
incremented in both X and Y directions in 1 mm increments. 
The actual resolution, however, was limited by the size of the 
interrogation window. This resolution was deemed adequate to 
achieve accurate measurements since the Taylor microscale at 
the interrogation window was estimated to be 2.5 mm for the 
high Reynolds number Newtonian jet flow. The smallest flow 
scale in the pseudoplastic fluid is difficult to estimate but is 
generally larger than found in Newtonian fluid at the same 
Reynolds number (Boger and Walters, 1993). The accuracy of 
the analysis software was tested using several computer simu
lated images. These images simulated actual images of a parti
cle-laden flow field, where particles of various sizes were ran
domly distributed in the image. Statistical analysis on the auto
correlation of these images show an uncertainty of less than 0.5 
percent in the average of the magnitudes and angles of the 
displacement vectors with standard deviation of less than 0.5 
percent. 

3 Results and Discussion 

3.1 Qualitative Observations. Qualitative observations 
were made using streak photography of the flow within a plane 
containing the jet center-line. In the interest of clarity the differ
ent regions observed in the pseudoplastic jet are shown schemat
ically in Fig. 4. The nozzle diameter used in this study was 3.57 
mm and the nozzle exit velocities ranged from 2.43 to 8.54 m/ 
s. Under these conditions, the jet consisted of a laminar core 
terminating in a stationary vortex ring followed by a creeping 
flow region. At the higher end of the nozzle exit velocity range 
there was also an annular region of flow instability and traveling 
vortex rings as shown in the figure. 

creeping flow region 

1 10 

Shear Rate (1/s) 

Fig. 2 Rheogram of 0.12% aqueous Carbopol solution used in this study 
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Fig. 4 Schematic diagram showing the various flow regions within the 
pseudoplastic jet 
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Fig. 5 Streai( photograph of a jet prior to the terminating region. Flow 
is from left to right; Roa = 5300; X/D = 60 at the center of the photograph. Fig. 6 Streai( photograph of the terminating region. Rep ~ 2500; X/D ^ 

60 at the center of the photograph. 

In order to ensure that the terminating region of the pseu-
doplastic jet is not a consequence of the tank geometry (e.g., 
recirculation or stagnation flow), several qualitative experi
ments were performed. Initially, experiments were performed 
for a submerged water jet. Independent of the Reynolds number, 
the water jet did not terminate until it reached the end of the 
tank where a stagnation flow was observed. The submerged 
pseudoplastic jet terminated before reaching the end of the tank 
for nozzle exit velocities ranging from less than 1 m/s up to 
8.45 m/s. In fact, at ~1 m/s velocity, the jet terminated within 
10 diameters downstream of the nozzle and well over 150 diam
eters before reaching the end of the tank. Based on these obser
vations it appears that tank geometry is not responsible for 
existence of the terminating region. 

Figure 5 shows a photograph of the laminar core and the 
region of flow instability and traveling vortex rings. This photo
graph is centered 60 diameters downstream of the nozzle and 
the jet exit velocity was 7.61 m/s. In the core the streak lines 
are nearly parallel and smooth indicating laminar flow. Travel
ing vortex rings are captured in this photograph, identifiable by 
the coherent elliptic structures on either side of the laminar 
core. It also appears that some higher frequency waves may be 
traveling in the same region with the vortex rings as evidenced 
by the wavy streak lines. Although the laminar core is modu
lated by the traveling vortex rings, they do not penetrate fully 
into the laminar core or destabilize it. Traveling vortex rings 
seem to be confined to an annular region defined by higher shear 
rates. The persistence of a stable vortex ring at 60 diameters 
downstream of the nozzle and at a relatively high Reynolds 
number of ~5300 is surprising (the definition of Re^ is given 
in the following section). 

Figure 6 is a photograph of the region containing the station
ary vortex ring and the origin of the creeping flow region. 
Henceforth this region will be referred to as the "terminating 
region." The photograph is centered at 60 diameters down
stream of the nozzle and the initial velocity was about 5 m/s. 
The creeping flow region has a layered structure as evidenced 
by the particle number density distribution in the photograph, 
and the layers appear to be nearly spherical. The folding struc
tures at the origin of the creeping flow region are noteworthy. 
These stretching and folding patterns suggest the existence of 
an instability which is not well understood at this point. How
ever, as will be discussed below, the effective viscosity changes 
dramatically in the terminating region. 

3.2 PIV Measurements. Using the PIV instrumentation, 
we obtained velocity data sets for the terminating region of the 
jet. Figure 7(a) shows the dimensionless magnitude of the 
velocity in the visualized plane for an initial velocity of 2.43 

m/s. Note that the geometric centerline of the jet and the posi
tion of the maximum axial velocity do not coincide due to both 
position uncertainty, as discussed earlier, as well as the fact that 
an instantaneous map captures meandering of a jet in the cross-
stream direction. The meandering can occur for both a laminar 
as well as a turbulent jet and it is both a consequence of large 
scale convection in the tank as well as instability in the jet. In 
this case, the flow appears to be laminar and the jet reaches a 
point at which the velocity drops very quickly. As the speed 
drops, the constant speed surfaces become more spherical. 
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Fig. 7 (a) Contour map of the Instantaneous speed in a plane along the 
center-line of the jet within the terminating region; (b) contour map of 
shear-rate for the same flow condition (Ua = 2.43 m/s) 
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(a) 

Fig. 8 Contour map of the Instantaneous speed in a plane along the 
center-iine of the jet within the terminating region; (a) Uo = 3.17 m/s; [b) 
Uo = 5.42 m/s 

Figure 7(b) shows the dimensionless shearing rate for the 
same case as Fig. 7 (a ) . By multiplying the dimensionless shear 
rate by the ratio of nozzle exit velocity and diameter we obtain 
the shear rate in units of s" ' . The resulting dimensional shear 
rate places the terminating region at a shear rate less than 2 s"' 
which is the region with the largest change in slope of the curve, 
as shown in Fig. 2. The rapid increase in the slope of the 
shear stress versus shear rate curve (local viscosity) shifts the 
dominance in the momentum equation from the inertia terms 
to the diffusion terms, resulting in a creeping flow. 

Two cases at higher velocities are shown in Figs. 8(a) and 
S(b). Increasing the nozzle exit velocity implies that the jet 
starts out with a higher maximum shear rate and may travel 
further before reaching the point in its rheological behavior 
where the slope of the T - y curve rapidly changes (see Fig. 
2). Indeed, as the nozzle exit velocity is increased from 2.43 
m/s to 3.17 m/s to 5.42 m/s the terminating region is observed 
to move further downstream—to 23, 35, and 70 diameters away 
from the nozzle, respectively. 

Figure 9 is the plot of inverse of the centerline velocity for 
both Newtonian and shear-thinning fluids. Although the shear-
thinning data is instantaneous, the centerline plots can be used 
as typical samples of a statistically steady flow with small vari
ance. It should be noted that all the time-averaged data for 
high Reynolds number turbulent Newtonian jets would fall on 
a single line with a slope ranging between 5.75 and 7.3 (Rajarat-
nam, 1976). The data points shown in Fig. 9 which are repre
sented as " + " are time-averaged data for a Newtonian jet in 
the same facility, collected using a LDV system. The dashed 
line is a typical correlation used to model the center-Une decay 
in turbulent Newtonian jets. In addition, laminar Newtonian jets 
do not collapse on a single curve (since they depend on Reyn-
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Fig. 9 Instantaneous center-iine velocity within the terminating regions 
shown in Figs. 7 and 8 

olds number) but every curve is linear. The shear-thinning jets, 
however, do not collapse under this normaUzation and their 
terminal decay rate, UJUo, has a log slope somewhere between 
— 15 and -30 ! That is, rather than decaying as \IX (as in the 
case of Newtonian jets), these flows decay as X " " or X ~^^ in 
the terminating region of the jet. We compared the velocity 
decay in the terminating region with a simple spherical source 
flow model (with a virtual origin) but did not obtain satisfactory 
agreement. 

We attempted to collapse the pseudoplastic jet data in Fig. 9 
using Reynolds number, Reo = pUo~"D"/8"~'K, Plasticity 
number, PI = TalpUl, and Hedstrom number, He = TO/K(UO/ 
D)" (with a reference stress, ro = 1 Pa) by scaling the X/D 
axis (definition of these parameters are obtained from Hanks, 
1986). None of these scaling parameters captures the majority 
of the physics from the nozzle exit to the terminating region. 
Appropriate scaling for this problem may be difficult and in
volve two or more dimensionless groups. 

Figures lO(a-c) show instantaneous streamwise velocity 
contour maps for a Newtonian jet at Reo = 3000, a pseudoplas-

50.0 SS.0 

(a) (b) 

(C) »D 

Fig. 10 instantaneous streamwise velocity contour maps in a plane 
along the center-line of the jet: (a) Newtonian jet at Reo = 3000; (b) 
pseudoplastic jet at Rao == 3000; (c) pseudoplastic jet at Reo = 6400 
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Fig. 11 Instantaneous cross-stream vortlcity maps in a plane along the 
center-line of the jet: (a) Newtonian Jet at Reo = 3000; (b) pseudoplastic 
jet at Res = 3000; (c) pseudoplastic jet at Reo = 6400 

tic jet at RCD = 3000, and a pseudoplastic jet at Re^ = 6400, 
respectively. The Reynolds number is defined in the usual man
ner for the Newtonian jet and as Rco = pUl~"D"/8"~^K for 
the pseudoplastic jet. Note that the terminating region for the 
non-Newtonian conditions are farther downstream and are not 
shown in these maps. The difference between the Newtonian 
and non-Newtonian jet is remarkable. The most evident differ
ence is the laminar appearance of the non-Newtonian jet at 
the higher Reynolds number Rep = 6400. The instantaneous 
centerline velocity appears to be lower in the case of the New
tonian jet. The lower magnitude of velocity is consistent with 
the radial distribution of velocity, which shows a larger growth 
of the Newtonian jet. Indeed, the radial location at which point 
the streamwise velocity drops below say 4 percent of the nozzle 
exit velocity is further away from the center-line for the New
tonian jet at Reo = 3000, even when compared to the non-
Newtonian jet at Reo = 6400. 

When the Reynolds number increases from 3000 to 6400, 
the non-Newtonian jet exhibits a very interesting behavior. In 
addition to having a lower centerline velocity, the core of the 
jet appears to be experiencing a sinuous type instability. When 
referring to the z-component of vorticity (Figs. 11(b)), we 
observe that at the low Reynolds number flow condition two 
distinctly separated regions of negative and positive vorticity 
exist. This is in contrast to a Newtonian jet in which pockets 
of negative and positive vorticity are distributed throughout the 
jet (Fig. 11 (a) . At the higher Reynolds number condition (Fig. 
11(c)), the flow is no longer as symmetric as a result of the 
presence of the sinuous instability. Recall from Figs. 5(a) and 
5(b) that at a velocity of 7.61 m/s, ring vortices traveled down
stream along the shear layer. One could observe that the 0.03 
and -0.03 peaks in the vorticity map at RBQ = 6400 might 
correspond to a ring vortex. 

It is clear that a pseudoplastic jet cannot be adequately de
scribed using a single parameter such as a Reynolds number. In 
fact, it is problematic to make any general comparison between 

Newtonian and pseudoplastic jets. Although the issue of pseu
doplastic jet scaling remains unresolved, it is clear that many 
types of flow behavior occur and more than one scaling parame
ter will be required to describe the jet. 

4 Conclusions 
Throughout this paper we have reported the results of pseu

doplastic jet experiments. Several interesting features of a pseu
doplastic jet seem noteworthy. An annular region of high fre
quency waves and traveling vortex rings may indicate existence 
of local turbulence, and a terminating region throughout which 
the jet undergoes a sudden growth are some of the qualitative 
features observed in this study. The center-line velocity within 
the terminating region decays rapidly as X~' ' to X~^° and the 
results for various nozzle exit velocities do not seem similar 
when scaled with Reynolds, Plasticity, and Hedstrom numbers. 
The jet streamwise velocity was nearly symmetric at RCD = 
3000 and was sinuously unstable and asymmetric at RCD = 
6400. 

These results have come from a preliminary study and we 
have raised many questions that need to be addressed in future 
studies. Future studies will rely on the use of Laser Doppler 
Velocimetry for a more careful examination of the transition 
region and the temporal nature of turbulence at various locations 
within a pseudoplastic jet. More comprehensive studies need to 
be performed to examine the scaling of a pseudoplastic jet as 
a function of rheology. 
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Turbulent Vortex Ring/Free 
Surface Interaction 
The interaction of turbulent vortex rings that approach a clean water surface under 
various angles is experimentally investigated. The temporal evolution of the vortex 
rings with an initial Reynolds number ofReo = 7500 is characterized by the laminar/ 
turbulent transition and asymptotic relaminarization of the flow. Using the shadow
graph technique, two major flow cases were identified as a result of the vortex-ring/ 
free-surface interaction: a trifurcation case that results from the interaction during 
the transition stage, and a bifurcation case that evolves during the fully-developed 
turbulent stage. In contrast to the laminar interaction, the turbulent bifurcation pat
tern is characterized by the reconnection and mutual interaction of many small-scale 
structures. Simultaneous digital particle image velocimetry (DPIV) and shadowgraph 
measurements reveal that the evolution of the small-scale structures at the free surface 
is strongly dominated by the bifurcation pattern, which in turn is a consequence of 
the persisting laminar sublayer in the core regions of the reconnected turbulent vortex 
loops. 

I Introduction 
The interaction of complex shear flows (e.g., ship wakes) 

with a free surface is a very intriguing problem in fluid dynam
ics. Since full simulations of such complex flows are difficult 
to perform in the laboratory, free-surface interactions of elemen
tary shear flows such as vortex rings and vortex couples have 
received much attention in the past. In this regard, the free-
surface interaction of vortex rings and vortex couples was inves
tigated mainly in the laminar flow regime. Bernal and Kwon 
(1989), Bernal et al. (1989), and Gharib et al. (1992) experi
mentally investigated the laminar vortex-ring/free-surface inter
action. Bernal and Kwon showed that as a vortex ring ap
proaches the free surface at an oblique angle, the upper part of 
the vortex ring deforms and opens its ends to reconnect to the 
surface. Additionally, Kwon (1989) observed that the lower 
part of the vortex ring can also interact with the free surface 
which results in the bifurcation of the vortex ring. Gharib et al. 
developed a physical flow model of the laminar vortex-ring 
reconnection including the effect of secondary vorticity that 
results from the local surface deformation and surface-tension 
differences. 

In this paper, we mainly focus on the oblique interaction of 
turbulent vortex-rings with a free surface. Similar to experimen
tal investigations of turbulent vortex/free-surface interactions 
(e.g., Sarpkaya et al , 1994), the major motivation for this 
study was to investigate the reconnection behavior of coexisting 
small- and large-scale structures in the presence of a highly 
three-dimensional flow field in the bulk. Additionally, in terms 
of the reconnection of closed vortex loops, turbulent vortex-
rings can be regarded as elemental flow structures that are part 
of more complex free-surface flows such as high Reynolds and 
Froude number ship wakes. 

There is relatively little knowledge about the physical proper
ties of turbulent vortex rings (see, e.g., Maxworthy, 1974 and 
Glezer and Coles, 1990). Therefore, we extensively utilized 
flow visualization and digital particle image velocimetry 
(DPIV) to map the initial conditions and the flow field of the 
vortex rings in the fully-submerged case (Weigand and Gharib, 
1994). The interaction of the turbulent vortex rings with the 
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free surface was visualized with the shadowgraph technique. 
Using combined shadowgraph and DPIV, simultaneous mea
surements of the deformation field and velocity-vector field at 
tile water surface were performed. 

II Experimental Setup and Procedures 

Experiments were conducted in a water tank filled with de-
ionized water (D.I. water). Figure 1 shows a general schematic 
of the experimental setup. Vortex rings of diameter D, circula
tion r , and propagation velocity Uy were generated by a piston 
that pushes fluid out of a sharp-edged cylindrical nozzle with 
an inner orifice diameter of Do = 2.0 cm. The nondeformed 
water surface coincides with the x, z-plane, where the positive 
z-axis points toward the reader. The centerline of the vortex-
ring generator (i.e., the x'-axis) is inclined with respect to the 
water surface at an angle a, and the origin x' = 0 is located at 
x = Q and y = -h, where h designates the submergence depth. 

Several different procedures were apphed to keep the water 
and its surface clean, and to minimize surface contamination 
and surface-tension differences between the water in the bulk 
and at the surface. Besides working in a clean environment 
(i.e., wearing non-contaminating gloves, cleaning all parts in 
contact with water using ethyl alcohol, operating a UV filter to 
prevent bacterial growth in the water, and exchanging the D.I. 
water every second or third day), a constantly operating skim
mer and a vacuum operated suction device were used to remove 
the aging water surface. Surface-tension measurements were 
performed before and after each experimental run using a ring 
tensiometer. An IBM PC provides precise timing and synchroni
zation of different events in the experiment (time resolution 
better than 10"̂ ^ s). These events include vortex-ring genera
tion, dye injection for flow visualization, and initialization of 
measurement processes. 

Regarding DPIV, only those aspects of the measurement tech
nique that are relevant to the present work are described in the 
following. For more details, the reader is referred to Willert 
and Gharib (1991). DPIV measures the two-dimensional dis
placement-vector field of particles that are suspended in the 
flow. As the schematic in Fig. 2 shows, the measurement plane 
is illuminated by a thin, pulsed sheet of laser light. In contrast 
to conventional particle image velocimetry, DPIV employs a 
video camera (RS 170 video standard) that records a sequence 
of images of the particle field. The camera is positioned normal 
to the illuminated measurement plane, while the exposure times 
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Fig. 1 General schematic of the experimental setup 

and the time difference between two successive image expo
sures are synchronized and controlled by a camera controller 
and a shutter. The latter prevents streaking particle images and 
limits the maximum displacement of particles in the imaging 
plane. The recorded image sequence is stored on an analog 
video disk and subsequently digitized by a frame grabber. By 
cross-correlating spatial sub-samples (windows) of two succes
sive video images, the average local displacement vector of 
the particles contained in the correlation window is estimated. 
Moving the correlation window over the entire image (moving 
average), the displacement-vector field is obtained. The latter 
is divided by the time difference of two successive image expo
sures yielding the velocity-vector field. 

In Fig. 3, the experimental setup of the simultaneous DPIV 
and shadowgraph measurement technique is shown. Regarding 
the shadowgraph setup, a high power light source (Mercury 
arc-lamp, 1000 W) is used in combination with a 20 cm (8 in) 
diameter spherical mirror (F# = 3) to generate a parallel beam 
of white light. The beam is reflected through the water surface 
by a front surface mirror (M2). A second front surface mirror 
(M3) projects the refracted light beam on a diffusive screen, 
where the shadowgraph images are recorded by a shuttered 
video camera. With respect to the velocity-field measurements, 
the DPIV camera focuses via mirror M2 through the bottom of 
the water tank onto the measurement plane. Therefore, refrac
tive distortions of the particle-scatter light caused by the defor
mation of the water surface are eliminated. The measurement 
plane is illuminated by a 0.1 cm thick sheet of laser light that 
is positioned parallel and 0.1 cm below the water surface. A 
narrow band-pass filter (bandwidth: ±5 nm) centered on the 
green Argon-Ion laser line (514.5 nm) prevents the DPIV cam
era from recording scatter light of the shadowgraph illumina
tion. To obtain a large overlapping field of view of both cam
eras, the parallax angle of 0 « 3.5° was kept small by position
ing the spherical mirror Ml and the DPIV camera close to each 
other and at a relatively large distance of 2.5 m (8 ft) from 

Cylindrical 
Lens 

video Camera & 
Sliutter 

Controller 

Videodislc 

Recorder 

Frame Grabber 
& 

Image 
Processing 

System Sun 
Sparcslatioi ion 2 I 

Fig. 2 Digital particle Image velocimetry (DPIV) system 

mirror M2. As Fig. 4 shows, the exposure of the shuttered 
shadowgraph camera is centered between the two successive 
illumination peaks of the DPIV measurement. Therefore, the 
shadowgraph and DPIV measurements are truly simultaneous. 

In the present experiments, neutrally buoyant, silver-coated 
glass spheres with an average diameter of 14 ± 5 ij,m were 
used as seeding particles. The DPIV images were digitized with 
a resolution of 768 X 480 pixels, and processed with a window 
size of 32 X 32 pixels and a step size for the moving average of 
8 X 8 pixels (75 percent window overlap). The data processing 
results in a field measurement of 96 X 60 velocity vectors and, 
for a typical field of view of 11 X 8 cm, in a spatial wavelength 
resolution of 0.46 X 0.53 cm. In the fully-submerged flow case, 
the exposure times and time difference between exposures were 
chosen to be t^ = tei = 2-10"^ s and At = 6-10" ' s. The 
simultaneous DPIV and shadowgraph measurements required a 
different illumination setting with 4i = Ca = H • 10 ' s. At = 
17-lO"^ s, and f̂ s = 4 '10" ' ' s. The resulting displacement-
vector fields were geometrically corrected for the parallax error, 
while the relatively large exposure times of the DPIV camera 
were chosen in order to compensate for the loss of particle-
scatter light in the bandpass filter. In the present results, the 
maximum surface velocities are smaller than 5 cm/s. Therefore, 
the maximum particle displacement was approximately 6 to 8 
pixels, and the size of streaking particle images was limited to 
less than 4 pixels. Since the location of the cross-correlation 
peak can be resolved with a sub-pixel accuracy of better than 
0.01 pixel (Willert and Gharib, 1991), the maximum uncer
tainty based on the local velocity and vorticity magnitude is ± 1 
and ±3 percent, respectively. 

I l l Properties of Turbulent Vortex Rings 
Prior to the investigation of the vortex-ring/free-surface in

teraction, the evolution of the vortex rings was investigated in 

N o m e n c l a t u r e 

D = diameter of vortex-ring 
Do = inner diameter of cylindrical noz

zle 
Fr = Froude number; Fr = r / ( ^ Z ) ' ) ' " 
g = gravitational acceleration; g = 

9.81 m/s ' 
h = submergence depth of vortex-ring 

generator 
n = wavenumber of bending instability 

Re = Reynolds number of vortex ring; 
Re = r/v 

Rco = initial Reynolds number of vortex 
ring 

t = time; f = 0: initiation of piston mo
tion 

te = frame-exposure time 
At = time difference between ex

posures of DPIV measure
ments 

Uv = propagation velocity of vor
tex ring 

We = Weber number; We = pT^I 
(aD) 

x,y,z = Cartesian coordinate system; 
y = 0: location of non-de
formed water surface 

x',y',z' = Cartesian coordinate system 
fixed to vortex-ring genera
tor; x ' = 0: location of noz
zle center 

a = angle between centerline of vortex-
ring generator and free surface 

r = circulation of vortex ring 
To = initial circulation of vortex ring 
1/ = kinematic viscosity of water; v = 

10"' cmVs 
p = density of water; p = 1000 kg/m' 
a = surface tension of water; cr = 72.1 

± 0.5 dyn/cm (1 dyn = 10"' N) 
CO = vorticity component (indices x,y,z 

indicate direction) 
0 = parallax angle between DPIV and 

shadowgraph camera 
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Fig. 3 Experimental setup of the simultaneous DPIV and shadowgraph 
technique 

the fully-submerged case by means of flow-visualization and 
digital particle image velocimetry (DPIV). In the following, 
some major results of this study are reported for a flow case 
with initial Reynolds number of Rco = 7500 (for a more detailed 
discussion, see Weigand and Gharib, 1994). The Reynolds 
number is defined by the ratio of the circulation F to the kine
matic viscosity v, i.e., Re = Tlv. 

The image sequence shown in Fig. 5 indicates the important 
stages of the temporal evolution of the vortex ring. The images 
are front views (along the negative A:'-axis) and were realized 
by using dye-flow visualization. Time f = 0 corresponds to the 
initiation of the piston motion. As Fig. 5-1 shows, during the 
generation and for an initial period of f «; 1.3 s, the vortex ring 
is characterized by a laminar flow behavior. After t ^ 1.3 s, 
azimuthal bending instabihties similar to those observed by 
Krutzsch (1936, 1939), Widnall and Sullivan (1973), and Wid-
nall et al. (1974) start to develop which marks the beginning 
of the transition stage. In Fig. 5-II and III, the azimuthal bending 
instability with a wave number of n = 8 leads to a strong and 
symmetric growth of the ring deformation within a short period 
of approximately 0.3 s. As Fig. 5-IV shows, the latter causes a 
sudden break up of the vortex ring &i t ^ 2.5 s which marks 
the beginning of the turbulent stage. As the side-view (along 
the negative z-axis) in Fig. 6 indicates, the turbulent stage is 
characterized by a strong dye-shedding process into the wake 
of the vortex ring. 

In Fig. 7, DPIV measurements of the temporal evolution of 
the vortex ring are presented. The measurement plane coincides 
with the plane z = 0. Figure 7(a) shows the evolution of the 
magnitude of the circulation that was computed from the line 
integral of the velocity data along the vorticity contour UJ^ = 
±2.5 s" ' . As the experimental investigations of Willert and 
Gharib (1991) show, the uncertainty in the circulation measure-
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Fig. 5 Sequence of front views (along the negative x'-axis) of the evolu
tion of a turbulent vortex ring with Reo = 7500 

ment is better than ± 1 percent of the local circulation value. 
The vorticity contour ui^ = ±2.5 s ' separates the upper- and 
lower-core regions from the ambient flow field and the wake 
region. In order to cover the spatial extension of the flow, the 
evolution of the flow field was measured in seven consecutive 
and partially overlapping downstream regions. The circulation 
data is averaged over four independent realizations and was 
found to be repeatable within ±2 percent of the presented aver
age values. The solid line represents the mean value of the 
magnitude of the upper and lower core circulation. In Fig. 7(^1)-
I to IV, equi-vorticity contours of instantaneous flow fields that 
correspond to the major stages of the evolution of the vortex 
ring are shown. The vorticity field with uj^ = dvldx — duldy 
was computed by using a second order finite differencing 
scheme and smoothed with a 3 X 3 radially weighting smooth
ing kernel. 

During the initial stage, the nearly circular shape and dense 
distribution of vorticity contours at f = 0.5 s indicate the laminar 
and highly concentrated core structure of the vortex ring with 
peak vorticities of Wj. « ±80 s" ' . Shortly after the transition 
stage, the core structure in Fig. l{b)-\l shows first signs of the 
turbulent break up leading to a relatively mild reduction in the 
circulation of approximately 8 percent between 1.6 s < t < 
2.5 s. Additionally, the shape of the upper and lower core is 
symmetrically deformed, and its size has increased which is 
indicated by a 25 percent reduction of the peak vorticities. At 
f » 3 s, the on-going break up leads to a further reduction of 
the circulation due to the shedding of vorticity into the wake 
of the vortex ring. 

Figure 7(a) shows that the circulation does not decrease 
monotonically, but in periodic stages with intermittent and 
nearly constant levels of circulation. In combination with the 
vorticity-contours in Fig. 7(^)-III, the latter is a remarkable 
indication of the periodic shedding process of small-scale struc-

teS 

Fig. 4 Illumination and exposure sequence of the synchronized DPIV 
and shadowgraph cameras 

Fig. 6 Side view (along the negative z'-axis) of a turbulent vortex ring 
with Reo = 7500 after the transition stage 
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Fig. 7 Temporal evolution of a turbulent vortex ring with Reo = 7500: (a) circulation; (b) sequence of 
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tures that contain a finite amount of circulation. Between 2.6 s 
< r s 5.6 s, the time averaged decrease of the vortex-ring 
circulation is best described by the linear function F/Fo = 1.42 
- 0.2t. Figure 7(^)-III indicates that, even though the vortex 
ring is in the break-up stage, the vorticity distribution in the 
core regions remains relatively concentrated. After the vortex 
ring lost approximately 65 percent of its initial circulation to 
the wake. Fig. 1(b)-YV shows at / = 5.4 s, that the core struc
tures are still persistent and regularly shaped. This indicates a 
fourth and asymptotic stage of the temporal evolution of the 
vortex ring, namely the relaminarization of the flow. In general, 
the loss of circulation is equivalent to a reduction of the Reyn
olds number of the vortex ring. In the case presented here, the 
Reynolds number decreases from the initial value of Rco = 
7500 to Re !* 2300 at t = 5.6 s. 

IV Turbulent Vortex-Ring/Free-Surface Interaction 

Overview. As the results of Section 3 indicate, the vortex 
ring can start to interact with the water surface at different 
stages, namely during the laminar, transition or fully turbulent 
stage. By varying the angle a and the submergence depth h of 
the vortex-ring generator in a range of 7 == o; < 20 deg and 
2Do =s h < 3Do, the three interaction cases were investigated 
using a vortex ring with an initial Reynolds number of RCQ 
= 7500. The Froude and Weber number based on the initial 
conditions are Fr = T/igD^y^ = 0.46 and We = pT^/iaD) 
= 26, with the initial diameter of the vortex ring D = 3.0 cm, 
the measured surface tension of D.I.-water CT = 72.1 ± 0.5 dyn/ 
cm, the density of water p = 1000 kg/m', and the gravitational 
acceleration g = 9.81 m/s^.' 

' The surface tension measurements with a ring tensiometer (nominal accuracy 
of ±0.1 dyn/cm and experimentally deterinined repeatability of ±0.5 dyn/cm) 
revealed that the efforts to keep the water surface clean practically prevented 
surface contamination. The latter is also indicated by the presented shadowgraph 
images, where the formation of Reynolds ridges due to surface-tension differences 
was not observed. Regarding DPIV measurements, the particle seeding with silver-
coated glass spheres and a concentration in the order of lO-' to lO'̂  cm"^ had no 
measurable effect on the magnitude of the surface tension. 

Interaction During tlie Transition Stage. The sequence 
of shadowgraph images in Fig. 8(a) shows the temporal evolu
tion of the flow at the free surface for a vortex ring that starts 
to interact with the free surface during the transition stage. This 
case with h = 3.8 cm and a = 1 deg leads initially to the 
bifurcation of the vortex ring. The bifurcation pattern is very 
similar to the results reported by Kwon (1989) who investigated 
the free-surface interaction of laminar vortex rings with a Reyn
olds number of Re = 5000 and an incidence angle of a = 20 
deg. The schematic in Fig. 9(a) shows the major stages of the 
vortex-ring bifurcation. Initially, the interaction with the free 
surface leads to the reconnection of the upper part of the vortex 
ring and the formation of a single, U-shaped vortex loop. Due 
to the impulse of the ring and the oblique angle with the free 
surface, the lower part of the vortex loop moves upward and, 
in the case of a clean surface, reconnects too. The latter leads 
to the splitting of the lower part of the vortex ring and the 
symmetric formation of two separate, U-shaped vortex loops. 
As frame I in Fig. 8(a) shows, the bifurcation process evolves 
in a regular fashion without the superposed reconnection of 
small-scale structures. Additionally, downstream of the bifurca
tion, a very distinct and regular wave pattern becomes visible 
that is not a result of imperfections in the initial conditions 
(e.g., mechanical vibrations or wave reflections caused by the 
tank walls). This pattern is very similar to a wave-field that is 
generated by the superposition of two closely aligned point 
sources. Upstream of the bifurcation, the surface-deformation 
field is characterized by waves that are aligned parallel to the 
X-axis. The latter is also observed during the interaction of 
vortex pairs with a free surface (see, e.g., Sarpkaya, 1992). As 
the reconnection of small-scale structures in frame II at r = 3.2 
s indicates, the bifurcated and separated vortex loops break up 
simultaneously and leave behind a strong and elongated signa
ture of their wake at the free surface. The latter is caused by 
longitudinal vortices that form during the initial stage of the 
vortex-ring break-up due to the strong growth of the bending 
deformations. The evolution of these longitudinal vortices in 
the wake of the bifurcated vortex loops leads to their simultane
ous and symmetric reconnection at the free surface. Therefore, 
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Fig. 8 Simultaneous DPIV and sliadowgrapii measurements of the reconnection of a vortex ring during tlie 
transition stage witli Reo = 7500, h = 3.8 cm and a = T: (a) sequence of siiadowgraph images; (b) correspond
ing sequence of vorticity-fields; first vorticity contour a>y = ±1 s~\ step size Aw, = ±1 s^^ 

as frames III and IV indicate, a third vortex pair appears up
stream and centered between the bifurcated vortex loops which 
leads to a trifurcation pattern at the surface (see the schematic 
in Fig. 9{b)). This process was observed to be very typical 
and also repeatable for the vortex-ring/free-surface interaction 
during the transition stage. 

Figure %{b) shows DPIV measurements of the flow field 
close to the free surface in the plane y = -0.1 cm that are 
simultaneous with the shadowgraph images of Fig. 8(«). Since 
the spatial scale of Figs. 8(a) and 8 (fo) is the same, the vorticity 
(Wy-component) and deformation field can be easily compared 
by superposing both image sequences. As frame I in Fig. 8(i) 
shows, the initial bifurcation pattern is clearly marked by two 
concentrated and reconnected vortex pairs. The spatial location 
and the size of the vortex pairs agrees very well with the defor-

Fig. 9 Schematics of the major stages of (a) vortex-ring bifurcation and 
(6) transitionai vortex-ring trifurcation 

mation pattern shown in the corresponding shadowgraph image 
of Fig. 8(a)-I. In Fig. 8(&)-II, elongated vorticity regions up
stream of the vortex pairs indicate the initial interaction of the 
longitudinal wake vortices with the free surface. Additionally, 
in partial agreement with the deformation field, the turbulent 
break up of the reconnected vortex loops is characterized by 
the formation and reconnection of small-scale vortices at the 
free surface. The reason for deviations between the deformation 
and the vorticity field in terms of the signature of small-scales 
at the free surface is twofold: first, the structures that are visible, 
for example, upstream of the bifurcated vortex pair in the lower 
part of the shadowgraph image of Fig. 8(a)-II are partially too 
small to be resolved by the DPIV measurements. Instead, the 
vorticity field in Fig. 8(i)-II indicates a comparatively large, 
negative vorticity region. Second, and more important in a phys
ical sense, the deformation field is not only affected by the 
vortical regions, but also by the irrotational velocity field at the 
surface (see, e.g., Dommermuth, 1992). The latter is visible, 
for example, in frame I of Figs. 8(a) and %(b), where the wave 
field upstream of the bifurcation pattern does not leave any 
signature in the vorticity field. 

In frame III of Fig. 8 (Z)), the vorticity field clearly shows the 
concentrated and symmetric reconnection of the wake vortices 
which leads to the formation of a third vortex pair and the 
eventual trifurcation pattern at the free surface. In contrast to 
the vorticity field, the shadowgraph image in Fig. 8(a)-III 
shows only a faint signature of the initial stage of the trifurcation 
pattern. The latter is marked by the curl-like shape of the surface 
deformation at the upstream end of the strongly elongated wake 
vortices, In good agreement with the deformation field, Fig, 
8(6)-IV shows the further separation and concentration of the 
third vortex pair upstream of the bifurcated vortex loops. 

Interaction During tlie Fully-Developed Turbulent Stage. 
In Fig. 10, the sequence of shadowgraph images shows the 
typical evolution of a fully-developed, turbulent vortex-ring/ 
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Fig. 10 Shadowgraph sequence of the reconnection of a fully-developed turbulent vortex 
ring with Roo = 7500, h = 5.4 cm and a = 7°; frame I: f = 3.3 s, time difference between 
successive frames: 0.33 s 

free-surface interaction with h = 5.4 cm and a = 1 deg. The 
single frames are separated by a time difference of Af = 0.33 
s. As Frame 1 at time r = 3.3 s shows, the initial stage of the 
interaction is marked by a strong surface deformation that is 
caused by the reconnection of the upper part and the simultane
ous upward motion of the lower part of the vortex ring. Between 
frame II and IV, the reconnection of the lower part leads to the 
bifurcation of the vortex ring into two separate and perpendicu
larly reconnected vortex loops at the free surface. However, in 
contrast to the transition case, the shadowgraph images indicate 
the early and multiple reconnection of smaller-scale structures 
as a consequence of the shedding process of the fully-developed 
turbulent vortex ring. The dynamics of the small-scale structures 
at the free surface appears to be dominated by the bifurcation 
pattern. However, as many observable pairing processes show, 
the small-scale structures interact strongly with each other 
within that bifurcation pattern. For example, in the lower part 
of the shadowgraph images between frame III and VII, l̂ our 
distinct small-scale structures reconnect to the free surface, of 
which at least three are subject to a very rapid pairing process. 
The triple pairing evolves in less than 0.33 s between frame VI 
and VII and leads to a concentrated and relatively large-scale 
single vortex. The latter is indicated by the strong and circular 
surface deformation in the lower part of frames VII and VIII. 

Figures 11(a) to 11(c) show a typical example of simultane
ous DPIV and shadowgraph measurements of the vortex-ring/ 
free-surface interaction during the fully-developed turbulent 
stage. The figure shows the evolution of the turbulent bifurca
tion at the free surface in the half plane z < 0. The initial 
conditions are the same as in the flow case presented in Fig. 
10. In order to compare the spatial correspondence, the resulting 
vorticity and deformation fields are superposed to each other 
(the gray scale of the shadowgraph images was slightly modi-
fled to enhance the visibility of the vorticity contours). 

Figure 11(a) shows the initial and distinct deformation pat
tern at the surface consisting of the bifurcated vortex pair super
posed by several small-scale structures. For example, in the 
center and the upper part of the vortex pair, the separated small-
scale dark regions of the shadowgraph image are in excellent 
spatial agreement with small-scale vortical regions. In the lower 
part of Fig. 11(a) the large circular deformation corresponds 
to a relatively large and concentrated vortex. Additionally, in 
the wake of the vortex pair, the flow field at the surface consists 
of several small-scale vortical structures that are not visible as 

single structures in the deformation field. Following the tempo
ral evolution of the vorticity and deformation field, Fig. \\{b) 
indicates that the small-scale structures spatially align according 
to the flow field that is induced by the bifurcated and relatively 
strong vortex pair. In comparison to Fig. 11 (a ) , the vortex pair 
still leads to a visible but weaker surface deformation. The latter 
is also indicated in the vorticity field, where the scale of the 
major vortex pair increases and the magnitude of the peak vor
ticity decreases. 

Figure 11(c) shows that the upper vortex re-concentrates its 
vorticity distribution which is indicated by the dense distribution 
of equi-vorticity contours, a relatively high peak vorticity, and 
a strong surface deformation. In contrast to that, the size of the 
lower vortex is increased and its peak vorticity reduced yielding 
a relatively weak surface deformation. In comparison to the 
earlier stages. Fig. 11(c) shows that the number of reconnected 
small-scale structures has considerably reduced. The latter is a 
result of the combined action of different mechanisms, e.g., 
the loss of structures to the wake and the underlying three-
dimensional flow, and pairing processes at the free surface simi
lar to those shown in Fig. 10. 

In comparison to the development of the fully-submerged 
turbulent vortex ring. Fig. 12 shows the temporal evolution 
of the total positive and negative circulation T+ and r_ that 
reconnects to the free surface within the boundaries of the mea
surement region (i.e., in the half-plane z < 0). Within the 
regarded time interval, the flow behavior at the surface is sym
metric with respect to the magnitudes of the total circulations, 
i.e., | r + | = | r _ | . The latter indicates that all reconnection 
and disconnection events within the measurement region are 
accounted for. As Fig. 12 shows, the magnitude of the re
connected total circulation in the half plane z < 0 is approxi
mately 70 percent of the vortex-ring circulation in the fully-
submerged case. As is evident from the schematics in Fig. 9(a) , 
in the case of a laminar vortex-ring bifurcation, the reconnected 
vortex pair can be expected to have the same amount of circula
tion as the fully-submerged vortex ring. In the case of a turbulent 
bifurcation, however, it is not clear at this point, why only 70 
percent of the vortex-ring circulation are detected at the free 
surface. One can conjecture that the three dimensional flow field 
in the bulk prevents part of the small-scale structures from 
reconnecting to the surface. On the other hand, the underlaying 
flow field might cause multiple folding, bending, and reconnec
tion processes of single vortex tubes leading to an increase 
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c.) 

Fig. 11 Overlay sequence of simultaneous DPIV and shadowgraph measurements for the reconnection of a fully-developed turbulent vortex ring 
with Reo = 7500, h = 5.4 cm and a = 7°; first vortlcity contour ai, = ±1 s ', step size Aw, = ±1 s"'; (a) f = 5.2 s, (b) t = 6.2 s, and (c) f = 6.9 s 

of the circulation at the surface. However, the limited spatial 
resolution of the measurement technique makes it experimen
tally difficult to detect and separate the effects of the bulk flow 
on the reconnection behavior of smaller-scale structures. 

To gain more information about the mechanisms that are 
of importance for the flow behavior at the free surface, the 
measurement sequence in Fig. 11 was used to track the develop
ment of the small-scale structures and their associated circula
tions. In Fig. 13, splitting and pairing as well as reconnection 
and disconnection events are marked by different symbols. At 
time t <=i 4.7 s, the regarded flow field contains four separate 
structures, while at f == 5.2 s, three additional small-scale vorti
ces reconnect to the surface. For example, at f !=» 5.5 s, the 
structure with a circulation of F !=a 19 cm^/s was formed by a 
triple pairing event and separates into three new structures due 
to a splitting event. During the regarded time interval, a total 
of ten pairing and ten splitting events were observed, which 
also includes the pairing of opposite sign vorticity, i.e. the can

cellation of vorticity at the free surface. As Fig. 13 shows, 
pairing and splitting events can be observed on all measured 
scales. Between 5.5 s < ? < 6.9 s, the number of small-scale 
structures is reduced from seven to four, while the number of 
large-scale structures (major vortex pair) remains constant. 

V Conclusions 

Regarding the vortex-ring/free-surface interaction, two dis
tinct flow cases were observed. During the interaction in the 
transition stage, the vortex ring initially bifurcates into two 
separate vortex pairs at the free surface, while the longitudinal 
wake vortices of the bifurcated vortex loops simultaneously 
reconnect and form a third vortex pair at the free surface. During 
the evolution of this trifurcation case, the bifurcated and re
connected vortex loops break up at the free surface which leads 
to the subsequent reconnection of small-scale structures. Similar 
to the transition case, the interaction in the fully-developed 
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turbulent stage leads also to the bifurcation of the vortex ring. 
However, from the beginning of the interaction, the bifurcation 
pattern is superposed by multiple reconnections of small-scale 
structures. It is interesting to note that the formation of a regular 
flow pattern at the free surface during the transition and the 
fully-developed turbulent stage is not affected by the mutual 
interaction of small-scale structures that are present in the bulk 
and reconnected to the surface. In combination with relatively 
high Reynolds numbers, the bifurcation or trifurcation patterns 
are observed for considerably smaller angles of incidence as 
compared to the case of laminar vortex-ring/free-surface inter
actions. 

Shadowgraph visualization and simultaneous DPIV measure
ments of the fully turbulent interaction show that the small-
scale structures mutually interact with each other in form of 
pairing processes that evolve at the surface within the bifurcated 
vortex-pair pattern. The vorticity field at the free surface is 
characterized by many pairing and splitting events that evolve 
on all measured scales. In the case of concentrated and spatially 
separated vortical structures, the vorticity field is in excellent 
spatial agreement with the corresponding shadowgraph images. 

In addition to the mutual interaction of the small-scale struc
tures, the bifurcated vortex loops strongly align and partially 
engulf the small-scale structures according to the induced veloc
ity field at the free surface. The latter is dominated by the 
vortex-pair pattern that contains a relatively high concentration 
of vorticity and results from the persisting laminar sublayer in 
the core structure of the turbulent vortex ring. 

The dominance of large-scale and highly-concentrated vortic
ity regions over the small-scale structures at the free surface is 
similarly observed for the case of turbulent vortex/free surface 
interactions (see, e.g., Sarpkaya et al., 1994). This behavior 
can also be expected in higher Reynolds and Froude number 
flows such as ship wakes, where large-scale structures coexist 
with small-scale turbulence in the background. Therefore, in 
terms of modeling turbulent free-surface flows, it is imperative 
to include the effect of large-scale vortices. 
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Interaction of Transient Waves 
With a Circular Surface-Piercing 
Body* 
A pseudo-spectral formulation for solving unsteady, three-dimensional fluid motion 
with a free surface in cylindrical coordinates is presented. An effective method for 
treating the Laplace equation, as a special application of a generalized Poisson 
solver, is developed. This approach is demonstrated by studying the evolution of 
transient surface waves near a vertical circular cylinder enclosed in open or closed 
domains. Results are observed to have a high degree of precision and spatial resolu
tion even at large time. Potential applications of this method to other problems are 
discussed. 

1 Introduction 

In many marine-related engineering problems, one is faced 
with the task of estimating the unsteady wave loads on a fixed 
body, or the unsteady motion of the body if it were not rigidly 
mounted. The hydrodynamic interaction of waves and bodies 
is therefore a subject of much recent and continuing interest. 

While much of the classical literature on this subject area 
has been directed toward frequency-domain analyses, it has 
become increasingly popular to attack the problem directly in 
the time domain. If one is restricted to the case of inviscid-
fluid motion, boundary-integral formulation remains the most 
attractive approach. Under this category, there are two basic 
approaches, one is based on the availability of a time-dependent 
free-surface Green function, whose numerical evaluation is non-
trivial (Wehausen, 1967; Yeung, 1981; Beck and Liapis, 1987; 
Korsmeyer et al., 1988). The other is based on the so-called 
"simple-source" or Rankine-source formulation, in which case 
the free-space source is distributed on the free-surface (Bai and 
Yeung, 1974; Gadd, 1976; Isaacson and Cheung, 1990; Nakos 
and Sclavounos, 1990). This latter approach normally leads 
to a larger number of unknowns and requires the use of an 
approximate open-boundary condition. 

If only relatively simple geometries are under consideration, 
such as circular or elliptical cylindrical structures, which occur 
frequently in ocean-related applications, it would be worthwhile 
to pursue a pseudo-spectral formulation. This is the thematic 
approach being investigated and demonstrated here. 

During the past two decades, spectral methods in one form 
or another have been extensively studied and applied to the 
numerical solution of several fluid dynamics problems (Yeung, 
1975; Gottlieb and Orszag, 1977; Korczak and Patera, 1986; 
Hussaini and Zang, 1987; Tan, 1989, among others). Although 
the methods are restrictive in their ability to handle general 
geometry, their efficiency and accuracy are outstanding. In the 
present paper, a pseudo-spectral formulation is developed for 
the solution of unsteady three-dimensional free-surface flow 
around circular structures. Specifically, a Poisson-equation 
solver is first examined on the basis of a spectral formulation. 
Although a Laplace-equation solver would have sufficed for the 
particular types of problem considered here, successful treat-

* Preliminary version of this work received the 1993 Best Graduate Student 
Paper Award of ASME-Ocean Engineering Division. Revised version submitted 
to ASME JOURNAL OF FLUIDS ENGINEERING . 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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cal Editor: M. Gharib. 

ment of the Poisson equation would allow one to handle the 
solution of the pressure equation in a viscous fluid in future 
work (see Yeung and Yu, 1994). 

In Section 2, we review the formulation of such hydrody
namic problems within the framework of unsteady linearized 
flows. Section 3 describes the pseudo-spectral method of solu
tion for free-surface flow. Analytical validation and accuracy 
assessment of the numerical algorithm are addressed in Section 
4. Section 5 details the application of this new method to obtain 
the solutions of two unsteady three-dimensional problems. Fu
ture potential and extension of this method is discussed in a 
concluding section. 

2 Formulation of the Problem 

In this section the theoretical background for solving transient 
three-dimensional free-surface flow is briefly reviewed. Con
sider a fixed cylindrical coordinate system (r, 9, z) chosen so 
that the z-axis points vertically upwards and the undisturbed 
free-surface is at z = 0 (see Fig. 1). The fluid region fi is 
enclosed by the cylindrical body boundary S located at r = r,, 
free-surface 9̂  at z = 0, far-field boundary E at r = ra, and a 
bottom ii located at z = —d. 

Under the assumptions that the flow is irrotational and the 
fluid incompressible, it can be established that there exists a 
velocity potential of the flow <}>, which satisfies the Laplace 
equation. 

V'</) = 0 (1) 

in the domain n , with the following boundary conditions (see, 
e.g., Wehausen and Laitone, 1960): 

On 9, a Dirichlet condition for </> can be obtained by a time-
stepping of the potential using the linearized dynamic condition: 

d4> 
-8V> (2) 

where g is the gravitational acceleration, and r](r, 9, t) is the 
free-surface elevation. The latter satisfies the following linear
ized kinematic condition: 

drj dcj) 

~dt~~d^ 
(3) 

The exact or nonlinear conditions on the free surface can be 
found in Yeung (1982). The above linearized conditions, which 
are based on a small wave-amplitude assumption, are used for 
demonstrative purposes. On S, which may be considered to have 
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I / c,.!..:? z = -d 

Fig. 1 Notation and coordinate system 

a prescribed velocity V, the appropriate normal derivative for 
(f) is 

<t>„ V n , (4) 

where n is a normal on the body surface pointing outwards of 
n . On % the following no-flux condition is applicable: 

4>z = 0. (5) 

On the surface Z, if it is a solid boundary, 

^n = 0. (6) 

If Z is taken as a far-field boundary, we may impose 

</. = 0 (7) 

as an approximation for an open boundary, provided that S is 
taken to be sufficiently large so that no wave disturbances reach 
E. Alternatively, one might consider a time-dependent Sommer-
feld type radiation condition as carried out in Yeung and Vaid-
hyanathan (1992). This latter case is treatable within the present 
framework of solution. 

To complete the problem, initial conditions for </> and its 
derivatives on 9 should be specified. 

3 Pseudo-Spectral Method of Solution 

3.1 A Poisson-Equation Solver. The solution of Eq. (1) 
may be considered as a special application of a Poisson solver 
which is also needed in a number of closely related fluid-me

chanics problems (see, e.g., Yeung and Ananthakrishnan, 
1992). Here we will develop a pseudo-spectral formulation 
using ideas similar to Tan (1985). For the present problem in 
cylindrical coordinates, we will exploit Chebyshev polynomials 
in the vertical direction and Fourier modes in the circumferential 
direction. The resulting finite-difference equations for the radial 
direction are treated by a diagonalization technique. The method 
developed can treat both homogeneous and inhomogeneous 
boundary conditions of the Dirichlet, Neumann, or mixed type, 
which encompass the class of boundary conditions stated in 
Section 2. 

For the right-handed cylindrical coordinate system (r, 9, z) 
shown in Fig. 1, the independent variables are defined in the 
following ranges: 

0 s e < 27r 

-d ^ z^Q (8) 

where r, and ro are the radii of the inner and outer cylindrical 
boundaries, respectively. It is convenient to map the above do
main into a normalized computational domain (R, $, Z) such 
that 

- 1 s /? s 1 

- 1 s $ s 1 

- 1 < Z < 1 

by using the following relations: 

r = C« + € 

e = (I + $)7r 

z = K{-1 +Z) 

(9) 

(10) 

where C, = ^(ro - r ,) , ^ = 2(''o + ri), and K = d/2 are scale 
and translational factors. 

In (^, $, Z ) , the Poisson equation V^U = SiR, $ , Z ) , as 
a generalization of (1) , can be written as: 

£ + 
1 d' 

((^R + OVd^^ K'dZ\ 
U(R,<S?,Z) 

= 5 ( i ? ,$ , Z) (11) 

where 

1 d 

C' dR^ C(C« + O dR 
(12) 

Here we use U to designate the more general case of an un-

N o m e n c l a t u r e 

a = amplitude of body motion 
"B = bottom of the fluid domain (at z 

= -d) 
d = fluid depth 
? = free surface (at z = 0) 

Fj. = horizontal force acting on the 
body 

g = gravitational acceleration 
h = grid spacing in the radial (R) di

rection 
K.E. = kinetic energy in the fluid domain 

L = number of grids in the radial (i?) 
direction 

M = number of grids in the cir
cumferential ( $ ) direction, 
an even integer 

n = (n .̂, riy, n^) unit outward 
normal to fluid 

N = number of grids in the verti
cal (Z) direction 

p = pressure in the fluid 
P.E. = potential energy in the fluid 

domain 
{r, 9, z) = cylindrical coordinates in 

physical space 
( /? ,$ , Z) = normalized cylindrical co

ordinates in computational 
space 

<S = body surface (at r = r,) 

T.E. = total energy in the fluid domain 
e = error tolerance value 
r] = free-surface elevation 

\ „ = damping coefficient in x-direction 
due to body motion in the x-direc-
tion 

/ i^ = added mass in A:-direction due to 
body motion in the ;c-direction 

E = outer boundary (at /• = ro) 
4> = velocity potential 
w = angular frequency of oscillatory 

motion of body 
n = fluid domain 
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known function where the Poisson instead of the Laplace equa
tion is satisfied. Clearly, for inviscid-fluid applications, one 
would simply take S = 0. 

The boundary conditions in Eqs. (2), (3) , (5), (6), or (7) 
can be treated as special cases of the following generalized 
types: 

a.t/(cl>,Z) + / J . ^ ^ ^ ( 5 ^ = F . ( 0 , Z ) , 

A^U(R, $ ) + B± 

dR 

dU(R, $ ) 

dZ 

at i? = ±1 (13) 

= H±(R,<^), 

at Z = ±1 (14) 

with all a+, /3+, A+, and B± considered given constants. 
In our spectral approach to the solution of Eq. (11), the 

functions U, S, F±, and H± are approximated by truncated 
Chebyshev-Fourier series of the form: 

U(R, $, Z) 
S(R,$,Z) 
F±('i\Z) 

= s s *T„{Z), 

and 

H,{R, # ) 
(M/2)-l 

m = ~MI2 

„(R)e-' 

1 (15) 

(16) 

where the Chebyshev polynomials 7'„(Z) are given by 
cos [n cos"' Z ] . Note that by assumption, we consider S,„„, 
/*,„„, and h^^i, as given, while the sequence {/,„„ are unknown 
functions to be solved. 

By introducing a Chebyshev-Tau representation (Gottlieb 
and Orszag, 1977) to incorporate the boundary conditions (14) 
at Z = ±1 , and by applying the recurrence relations for the 
derivatives of Chebyshev polynomials, we can rewrite: 

m=-M/2 n=l 

\R)e'""'^'T„iZ), 

where 

(7!,2;''(«) = I y„„U„„(R) + D,„„(R)-

(17) 

(18) 

Expressions for y,,, andD„„{R) can be derived after some effort 
and form the crux of the present numerical development. The 
lengthy expressions for y„, and D„„(R), in terms of known 
quantities, are omitted here for clarity of exposition. Substitu
tion of the above results (Eqs. (17) and (18)) into the Poisson 
Eq. (11) yields: 

£• 

(C« + O' 

1 N-J. 

U,„„(R) + - I r„,t/„„(R) 
K 

- S„,n(R) 

9=0 

1 
DUR) ^ (yUR) (19) 

for m = -M/2 to (M/2) - 1, and « = 1 to Â  - 1. 
To avoid solving Eq. (19) with full coupling between m and 

n, we first proceed to diagonalize a matrix F with elements y„,. 
r is of dimension N — 1. Thus we assume 

T e (20) 

where A is a diagonal matrix of dimension Â  - 1 with diagonal 
elements X.„, n = 1, ..., N — 1, as the eigenvalues, e is the 
associate eigenvector matrix, and e~' its inverse. Next, if we 
consider the matrices U and E to be defined by elements {/,„„ 

and a„„„ we may define correspondingly a matrix 0 with ele
ments U„„ and Z with elements o-„,„ by the following relations: 

U = Ue^ 

I = te\ 

where the superscript T denotes transpose. 
Thus by Eqs. (20) and (21), Eq. (19) reduces to: 

(21) 

I' 
i^R + O' 

0,„„(R) + - , KU,„„(R) = a,„„{R) (22) 

for m = -M/2 to (M/2) - 1, and n = 1 to Â  - 1. The 
significance of Eq. (22), in comparison with Eq. (19), is that 
the system of ordinary differential equations in (22) is uncou
pled in m and n. Had we not made this transformation, we 
would have to face with the insurmountable task of solving m 
X n coupled differential equations. 

To solve the system of ODEs defined in Eq. (22), we may 
employ a second-order differencing algorithm over a uniform 
grid of spacing h in /^-direction to represent £. This can be 
shown to yield 

1 1 

hX' 2h!^(t^R, + 0i 

hX' 
_1 

hX 

) 
r - rZ+l 

rr? 

(XR> + O'J 

2 

U' 

1 

2/JC(C« , + ol u, (23) 

where U'„„, I = 2, . . . , L - 2, represent the discrete values of 
V,„„{R) aiR = R, with R,= -\+ 211L. The boundary condi
tions aX. R = ±1 are also discretized, according to (13), as 

2h Ui 

2h 

2/9+ 

t/ 

Ui 

2/9_ 
U, 

2h 
U 2 _ f-n.n (24) 

Ml 
2h 

T1^ = f 
^ mn J+n, 

(25) 

where/+,„„ are elements of matrix F+ = F+(e^)~' , with F+ 
being the matrix containing elements /+,„„. 

The systems (Eqs. (23) to (25)) yield a set of Hnear equa
tions with a tridiagonal matrix, which can be solved very effi
ciently by Thomas' algorithm (Press et al., 1989). 

As another alternative to a finite-difference solution of the 
ODEs in Eq. (22), a spectral collocation method can be used 
(Hussani et al., 1989). The linear systems will however result 
in a full matrix, which needs to be solved by either a direct or 
an iterative method (Orszag, 1980). 

3.2 Treatment of the Free-Surface Conditions. As 
pointed out earlier, the potential (ft and wave elevation rj on the 
free surface S are obtained by integrating Eqs. (2) and (3), 
respectively. Implicit difference schemes are used here because 
of their excellent stability properties (Yeung, 1982). To imple
ment such schemes, the following iterative procedure is em
ployed 

vtU, = v' + f iV.l\ + ^'.) 

A? 
2 ' ( . + . ) - ( / - ' - g ^ (??(?)' + V')-

(26) 

(27) 

Here the superscript k denotes an index of the time step and p 
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denotes the index of iterations within a given time step. The 
iteration process is halted after the pth iteration when 

0f&,^,l (28) 

where e is a prescribed tolerance value. An absolute accuracy 
of e = 10"'" was used for all cases of results presented. 

It is worthwhile to point out that the particular implicit free-
surface conditions in Eqs. (26) and (27) can also be imple
mented without iterations. The two equations can be shown to 
yield a mixed boundary condition for the velocity potential 
<^*^', similar in form to Eq. (14). The above iterative schemes 
were selected because they will provide greater flexibility in 
the treatment of free-surface conditions in moving coordinates, 
which normally involve tangential derivatives. 

1 

' 

\ 

\ 

\ 

\ 
^ 

h 

FD1 . 
FD2 • 
FD3 n 
SC1 X • 
SC2 » 
SC3 » 

4 Analytical Validation 
Before proceeding to some general and more complex prob

lems, it is essential to establish the accuracy and convergence 
characteristics of the procedure presented in Sections 2 and 3. 
For this purpose, we test the procedure against two analytical 
solutions that can be worked out relatively easily. 

In the first case, we wish to verify that the Poisson solver for 
Eqs. (11) to (14) can treat any arbitrary function of S. Here 
we assume an analytical form of U{r, 6, z) defined below (in 
Eq. (29)), and evaluate S(r, 6, z) corresponding to Eq. (11) 
accordingly. The boundary conditions (13) and (14) can be 
imposed by taking the left-hand side as given and the right-hand 
side computed. Then the numerical algorithm for the solution of 
U is applied with S, F, and H as given. The numerical solution 
can then be compared with the exact solution for different types 
of boundary conditions. 

For this test, we take U{r, 9, z) as 

U(r, 9, z) = 

cos < 

COS 

cos 

l2 
-(r-0-[ }^Hi - ( r - O - l 

Hi-')h"Mi-^)]] 
[ ^ ( Z - ] ) | + s i n | ^ (Z - 1 ) | 
l-^ J J 

}] 
X 

(29) 

with ri = 1, ro = 10. The boundary conditions considered are 
taken to be one of the following three types: 

Dirichlet Conditions: a+ A-, = P± S+ 0, 

Neumann Conditions: a+ = A^ = 0, /3± = B± = I, 

Mixed Conditions: a± = A± = I, /3± = S± = 1. (30) 

Once the solution for U has been obtained, its pointwise 
error can be computed over the entire domain f2. In Fig. 2, the 
maximum pointwise error of the numerical solution in fi, rela
tive to the exact analytical solution, is shown for a range of grid 
resolution. In these and later computations, the grid resolution is 
measured by the number of radial grids, L, and the number of 
spectral terms in the circumferential direction, M, and the num
ber of spectral terms in the vertical direction, A'. For the specific 
case in question, we take L = M = N, with N ranging from 8 
to 32. Fig. 2 shows that the value of the error, Er decreases 
exponentially as the grid resolution Â  increases for each of 
the above three types of boundary conditions. Specifically, we 
observe that 

Er ~ 10" (31) 

where No is of the order of 20 when a second-order finite-
difference scheme is used, and is of order 1 when a spectral 
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Fig. 2 Logarithmic maximum pointwise errors versus grid resolution for 
various boundary conditions (Case 1: Dirichlet Conditions on R and Z 
directions; Case 2: Neumann Conditions on R and Dirichlet on Z; Case 3: 
Mixed Conditions on R andZ. FD: Finite difference method; SC: Spectral 
collocation method). 

collocation method is used. Figure 2 also shows that primary 
source of error comes from the discrete approximation in the 
radial direction. The spectral collocation scheme for solving Eq. 
(22) (see, e.g., Yeung and Yu, 1994) yields errors so small 
that machine accuracy (14 digits) is reached by using merely 
L = M = Â  = 16. 

For these computations, a particular run, based on an IBM 
320H workstation, consumes approximately 0.07 seconds for a 
grid of 8 X 8 X 8, and increases to 5.35 seconds for 32 X 32 
X 32, in the case of finite difference method. If a spectral 
collocation method is used, the time requirement is about 0.17 
seconds for a grid of 8 X 8 X 8 and 35.47 seconds for 32 X 
32 X 32. 

To demonstrate the flexibility of the procedure, as well as to 
test the accuracy of our algorithm in the handling of wave-
related problems, we solve, as the second test case, an axisym-
metric Cauchy-Poisson wave problem (Lamb, 1932). Problems 
of this type usually consist of specifying an initial elevation or 
velocity of the surface wave, and one is faced with the prediction 
of the wave evolution at subsequent time. The governing equa
tions are given in Section 2, with the initial conditions to be 
specified. Here we assume the initial conditions to be of an 
axisymmetric wave form that occurs between two concentric 
impermeable vertical cylinders located at r = r, (S), and at r = 
'•o(S): 

dt 
exp{- [ r ~ (r, + ro)/2]'} s / ( r ) , at r = 0 (32) 

0 = 0, at f = 0 (33) 

An analytical solution of the above problem can be derived 
by the use of Laplace transform and separation of variables. The 
details are omitted here. The final result for the wave elevation is 

Vir, t) 

= i'o + S S< JoiKr) - - — — - Na{k„r) 
N,(k„n) 

cos uj„t ( 3 4 ) 

where 7„ and Â ,, are the Bessel functions of the first and the 
second kind of order u. k„ is the nth zero of the following 
equation for k 

J,{kn)Nt(kro) - J,ikro)Ndkn) = 0. (35) 
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Fig. 3 Free-surface elevation at tig/ny"' = 100,0 (left) and the root mean square of errors of free-surface elevation as a 
function of time-steps (rigfit) in an axisymmetric Cauchy-Poisson wave problem 

The "natural" frequencies u}„ satisfy a finite-depth "dispersion 
relation": 

<^l = gk„ tanh k„d. (36) 

The coefficients g„ in Eq. (34) are given analytically in terms 
of/(r): 

fi: rf(r)dr 

1 ° '•̂ '' 

j\fir)[ 

for m = 0 

JaiKr) 
J\{k„r,) 

No{k„r) dr 

t{'' /I \ ^ iK'^m'i) XT r 1 \ 

Niik^n) 
dr 

for w = 1, 2, 3. . . . (37) 

The numerical solution of this problem was obtained using 
the spectral method described in Section 3. The results of the 
computed wave elevation ridr, t) were compared with the cor
responding analytical solution ?7<,(r, t) given by Eq. (34). Ex
cellent agreement was found at every value of t. Figure 3(a) 
shows the free-surface elevation for one such simulation at 
nondimensional time fVg/o = 100.0. The RMS error in free-
surface elevation as a function of time is defined as 

{[r]c{r,t)~'n,{r,t)Vr^o]'-dS 
s(0 = (38) 

where 7?o is the elevation for the initial free-surface pulse, and 
S the planform area of the free surface. A plot of i?RMs(0 versus 
time-step index n is given in Fig. 3(ft). For L = 100, M = 2A 
and A' = 24, the error is found to be bounded by 0.5 percent 
when a nondimensional time step Atvg/ri of 0.1 is used, but 
reduced drastically to a mere 0.05 percent if the time step is 
halved. These results lend credence to the potential and effec
tiveness of the method. 

5 Results and Discussion 
Two problems of significant practical interests are treated in 

this section. These are chosen in the first place to illustrate the 
ability of the method to handle a (laterally infinite) open domain 
by employing a large size S, as opposed to the case of a rela

tively small outer radius. Aside from the contrasting extent of 
the domain, one would observe in these solutions, in one case, 
the approach to a steady-state behavior under periodic excita
tion, while in the other case, a continuously evolving state even 
at very large time. 

5.1 A Swaying Cylinder Undergoing Periodical Motion. 
Consider a vertical cylinder with given periodic velocity U(t), 
along the x-axis, starting from f = 0 in otherwise still water of 
depth d. This is a well-known problem in hydrodynamics for 
which a closed form solution for the case of a laterally un
bounded fluid can be obtained (Yeung, 1981). The hydrody-
namic properties of the circular cylinder is characterized by 
force coefficients that are dependent on the frequency of the 
oscillation. 

Specifically, we let V(0 on the right-hand side of Eq. (4) 
be given by a magnitude of; 

f 0 when t < 0 
Vit) = \ (39) 

\^auj sin {cut) when r a 0 

where a denotes the amplitude of the body motion, and w the 
angular frequency. If the hydrodynamic problem for 4> in Sec
tion 2 is solved, the force on the cylinder can be obtained by 
integrating the hydrodynamic pressure using the linearized Eu-
ler integral: 

Fig. 4 Instantaneous free-surface elevation plots for the swaying cylin
der problem in one cycle of motion with ct>(r,/sr)'"' = n/2, and Hg/r,y" 
= 32.5, 35.0, 37.5, and 40.0 
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Table 1 Comparison of added mass and damping coefficient computed 
by the present method and those in Yeung (1981) 

Computational 
Methods 

Yeung (1981) 
Present Method 

o^inhyi' = 7r/4 
fixx/pirrfd 

0.40159 
0.41047 

X^xjujpTXr'fd 
0.45061 
0.44689 

^r ,79)"^ = ^/2 
lixxIpTrrfd 

0.46771 
0.47149 

Xxx/upTTr^d 
0.04650 
0.04198 

I pn:,dS ^ — I p4),nxdS. 
J s J s 

(40) 

If a steady-state solution is reached, the force can be simply 
expressed in terms of an added mass coefficient /x„ and a damp
ing coefficient X.„ defined below (Wehausen and Lai tone, 
1960): 

FAt) = -t^^ ^ ^ - K,U(t) (41) 
at 

The solution of this problem is sought by using the method 
described in this paper with ro/r, = 30 for two frequencies of 
oscillation, wrnlg = irll and 7r/4. Figure 4 shows the free-
surface elevation for a complete cycle of body motion at one-
quarter period intervals for a/r, = 0.055 and wvr./g = 7r/2 
after the body has oscillated for 9 periods. The dark line on the 
surface is a reference curve for 9 = —n/2, having no physical 
significance. The hydrodynamic force acting on the cylinder for 
this case is shown in Fig. 5 as a function of time. It is evident 
that a harmonic steady state is reached after the body has under
gone only 2 or 3 periods. 

From the force time history, it is possible to evaluate the 
added-mass and damping coefficients and compare them with 
known analytical results (Yeung, 1981). Table 1 shows such a 
comparison for a grid density of L = 150, Af = 48, and N = 
24, when solved as a transient three-dimensional problem. The 
agreement is seen to be excellent since no symmetry assump
tions are made. The envelope of the force curve in Fig. 5 con
firms the method has excellent stability characteristics. 

5.2 A Nonaxisymmetric Cauchy-Poisson Problem. We 
solve here a Cauchy-Poisson problem with a nonaxisymmetric 
initial wave elevation (see Fig. 6(a)) located between two 
cylindrical walls. This initial wave form is taken to be the 
following: 

V(r, e,t = 0) 

= exp{- [ rcos6 l - (n + ro)/2] ' - [r sin 61]^}. (42) 

Because of the reflection of waves from the outer wall and their 
interference with the inner cylinder, the wave surface evolves 
in a complicated manner. Figures 6(b) to 6(d) reveal some of 

Fig. 5 Horizontal force on the cylinder as function of time 
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Fig. 6 Instantaneous free-surface elevation plots for the Cauchy-Pois
son wave problem, L, M, N representing resolution in the radial, circum
ferential, and vertical directions 

these interaction features at four instants of time. The outward-
moving "ring waves" of the pulse (Fig. 6(b)) first hit the outer 
cylinder and rebound, interestingly, almost as a plane wave 
system (Fig. 6(c)) . The inward-moving ring waves are dif
fracted around the inner cylinder and eventually bounce off the 
far side of the outer cylinder to interact with the ' 'plane waves'' 
which somewhat encircle around the inner cylinder to reach the 
far side. When all these waves meet at the far end, they evolve 
into waves of much shorter lengths, moving at much lower 
spatial velocities. All these flow features are well captured by 
a radial grid dimension of merely 48 points. A video animation 
of the solution is available on a VHS tape from the authors for 
interested readers. 

It is important to validate the accuracy of the solution. As a 
measure of the accuracy of this type of computation, we will 
demonstrate that the flow retains the same total energy as the 
initial wave pulse. We define the following energy quantities 
following Yeung (1982): the total energy (T.E.) in the fluid 
domain as the sum of its kinetic and potential parts 

T.E.(0 = K.E.(0 + P.E.(t) 

J 24>(l)„dS + SM dS (43) 

where the contributions to the first integral from S, E, and ii 
vanish because (/>„ = 0. Clearly, in the absence of any energy 
source, T.E. must stay constant. Figure 7 shows that the error 
in the total energy is no more than 2 percent of the initial 
potential energy of the wave form even after a thousand steps 
of simulation. Of course, by the principle of equal energy distri
bution, one observes that P.E. and K.E. each hovers around and 
converges to the value of 0.5. This confirms that the wave 
motion would never vanish completely, which is to be expected 
in the absence of viscosity. 

6 Conclusions 

A very effective pseudo-spectral Poisson solver has been 
developed and applied to several transient free-surface wave 
problems associated with wave-body interaction. The 
method is found capable of providing three-dimensional re
sults with high accuracy. Excellent convergence characteris
tics and relatively low computational requirements are also 
attractive properties of this method. These features are well 
demonstrated by the results shown in this paper. The limita
tion is that only relatively simple geometry can be studied 
at this point. However, by introducing a hybrid formulation 
and numerical mapping, treatment of more complicated body 
geometry is believed to be possible. Future extension of this 
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1.26 
Potential Energy / Initial Potential Energy -

Kinetic Energy/ Initial Potential Energy -
Total Energy/ Initial Potential Energy • 

100 200 300 400 500 600 
Number of Time-steps 

700 1000 

Fig. 7 Energy balance In the Cauchy-Poisson wave problem of Fig. 6 

work to consider nonlinear boundary conditions and to 
account for effects of fluid viscosity also appears prom
ising. 
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The Effect of Surfactants on the 
Wave Growth and Transition 
to Slug Flow 
In this work the effect of the surfactants on the wave growth is investigated analytically 
and experimentally. It is found that short waves are damped by surfactants quite 
effectively and since the natural wave growth begins with short waves, the transition 
to slug is shifted to higher gas velocities by a substantial amount. Slugs, in fact, form 
on level liquid surface. However, when long waves are produced by a wave maker, 
the slugs form in the usual manner. 

Introduction 

In the field of two-phase flow the slug flow is well known, 
perhaps, mainly due to its nuisance value, because of its pressure 
and flow-rate fluctuations. It occurs when the fast moving gas 
raises the crests of liquid waves to the top covering the whole 
cross section; these liquid slugs are then driven piston like by 
gas. In some cases conduits were damaged by fast moving slugs. 
Over the last 20 years a number of investigations have appeared 
in the literature concerned with the transition to slug flow in 
horizontal ducts. While most agree that the formation of slugs 
is a consequence of Kelvin-Helmholtz instability of the liquid 
waves, this in itself is not sufficient to predict the transition to 
slug flow and a number of hypothesis, such as those of Wallis 
and Dobson (1973), Taitel and Dukler (1976), Gardner 
(1973), Minato et al. (1981) have been proposed. These 
hypotheses agree quite well with each other and with experi
mental data, but most of the data have been obtained for air 
and water at roughly atmospheric conditions. 

More recently, Kordyban (1991) has proposed that the transi
tion depends only on the distance of the crest of the highest 
wave to the top of the channel for a given gas velocity. It is 
thus tied to the wave growth and is necessary to study the 
wave growth to fully predict the transition to slug flow. This 
proposition agrees well with experiment and its strength is in 
the fact that it can account for various fluid properties, if they 
affect the wave growth. 

In further work to test this proposition Kordyban and Okleh 
(1993) performed experiments in which syrup was added to 
water to increase its viscosity and alcohol with its lower surface 
tension was used as the liquid phase. It was found that, within 
the range of values used in the experiments, neither the viscosity 
nor surface tension had any noticeable effect on the transition 
to slug flow. When a surfactant in the form of liquid soap, 
however, was added to water, its effects became immediately 
apparent; the wave growth was suppressed to a considerable 
degree and the transition to slug flow began at much higher gas 
velocities. Still, when the highest waves were measured, the 
transitions could be predicted from Kordyban's hypothesis 
while being in conflict with other theories. Thus a strong support 
was given to Kordyban's hypothesis. 

The fact that the surfactants can delay the formation of slugs 
has also important practical implications, since there are many 
industrial processes in which such delay is desirable and, at 
least in some of them, it may be possible to use the surfactants. 

Because of this, an analytical and experimental program was 
undertaken to understand the mechanism by which the waves 
are damped and how the slugs form in such cases. The results 
of this work are presented in this paper. 

Theoretical Background 
The calming of the sea by oil films has been known to sailors 

since antiquity. Actually the effect of damping of long waves 
is quite small, since they are so lightly damped in clean water 
but the surfactants are effective in diminishing the ripples. This 
delays the breaking of the high waves which is dangerous to 
sea-going vessels. 

Only since the last century an attempt has been made to 
explain this phenomenon. Initially it was thought that the appar
ent damping was the result of the reduced surface tension but, 
with the growth of science of surface physics and chemistry, a 
more logical explanation was advanced, namely, that there ex
ists a surface tension gradient on the wavy surface. The damping 
occurs due to stretching and compression of the surfactant layer 
and exists with or without the air flow over the surface, but the 
air flow inputs the energy into the Uquid waves counteracting 
the damping. Thus the effective growth of waves is diminished, 
or it may become negative. This damping is most effective in 
capillary waves where the length may be one millimeter or less 
and most of the experimental studies have been conducted on 
such waves. 

A number of somewhat differing theories is available at the 
present time and the one selected for this study is that due to 
Levich (1962). Levich, however, does not consider the effect 
of gas flow on the waves and this is taken into account in the 
development that follows. 

The gas flow affects the waves both by shear and variation 
of surface pressure. Following Miles (1957) we neglect the 
former and assume the pressure variation to be 

ax 

The usual equations for Unearized waves are 

V, = iikAe"' - /Ce'=^)«'•*'+"' 

v, = {kAe'"+ ikCe")e ""'*•" 

p = -p.aAe'^e''"*'" - p,gz 

(1) 

(2) 

(3) 

(4) 

Contributed by tlie Fluids Engineering Division for publication in the Journal 
of Fluids Engineering. Manuscript received by the Fluids Engineering Division 
January 7, 1994; revised manuscript received February 9, 1995. Associate Techni
cal Editor: M. Gharib. 

The values of the quantity a and the amplitude ratio A/C 
are determined from the boundary conditions and these differ 
from the boundary conditions for pure liquid. 
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The normal and tangential components of the surface force 
per unit area are 

p„ = -p + 2/u 
dz 

(5) 

and 

oz dx 

The normal force on deformed liquid surface is 

p„ = ̂ ( r ) 0 + «'?7 + /3'i^ dri 

dx 
(6) 

these equations are now solved for wave growth coefficient P,-
For the case of pure water, e/a = 0 and solution for the real 

part of the wave growth coefficient is in the form 

Pr = -

8m ip'k"-

= -2vk'^ + (7) 

The first term in Eq. (7) represents the usual damping of 
the wave by viscosity while the second term represents the 
counteracting wave growth due to gas flow. It should be noted 
here that the coefficient of the pressure component 180 deg out 
of phase with the wave surface a' has also some effect on the 
wave growth, since it is included in a;„. 

Turning now to the other limiting case i.e., ela = 1 we obtain 
for^S 

- 1 + Anf 
I 

4m^ + i\ -Am 

I3=-

I p'e - Am 
UJ„ 

8m 2 /3'k^ 
+ I 

LOo PlUJo 

2 ^ / 1 
- + 2 - -
OJo k bJo 

Neglecting terms of the order of m^ and, following Levich, 
taking Ilk = iilm we have for the real part of /3 

0r = p"^kiv'J^ + 
Pl^o 

(8) 

Comparison between Eqs. (7) and (8) shows that for relatively 
short waves the damping is considerably greater, as demon
strated by Levich, while the growth coefficient due to gas flow 
remains unchanged. It should be noted that the limiting case of 

e/(T = 1 represents the surface as completely elastic which 
neither expands nor contracts, but bends. 

The coefficient (3' is, of course, a function of gas density 
and velocity, but its numerical value is not well established in 
literature. It is related to Jeffreys' (1925) sheltering coefficient 
and he proposes some numerical values for it based on observa
tions, while Miles (1957) obtains numerical values by the solu
tion of air flow equations, but the latter appear to be too small 
compared to measured wave growth by Bole and Hsu (1967). 
With increasing gas velocity it would appear that, eventually, 
the second term in Eq. (8) will become greater than the first 
and the waves will grow, but there is a possibility of the onset 
of Kelvin-Helmholtz instability which may lead to the formation 
of slugs in closed channels. In the experimental portion of this 
work, which is described in greater detail in later sections of 
this paper, we observed the formation of slugs from essentially 
level surface and we examine now this possibility analytically. 

For small linearized waves we shall use the wave equation 
in the form presented by Miles (1962). 

T ^ + iPig + <^k')r] = -p, 
k at 

(9) 

The pressure at the wave surface pa with gas flowing over the 
wave may be found from one-dimensional Bernoulli equation 

Pa = -
V' V'p, h' 

(h-vf 
- 1 (10) 

For a fixed value of A: Eq. (9) may be considered an ordinary 
differential equation and, substituting from Eq. (10) we have 

This equation may be integrated to obtain 

driY ^ _ pigk + ak^ ^ 

dt) p, 

- I (11) 

YIPI 
PI 

h^ 

V 
V + D (12) 

The constant is determined by establishing an initial condi
tion. If it is assumed that initially we have a simple sinusoidal 
wave 

then, at 
•q = Vo Sin cuj 

r. dr] 
t = 0 T] = 0, -— = riaOJo-

dt 

Nomenclature 

A = constant in wave equation 
C = constant in wave equation 
c = wave speed 
D = constant in wave equation 
g = acceleration of gravity 
h = height of gas channel 
H = height of channel 
J = superficial gas velocity 

J* = J[pJ{p,-p,)-{\lgH)V'^ 
k = wave number 
L = length 

' = V/k' + alv 
m = vk^lujo 
p = pressure 

Pa - pressure at wave surface 
Pn = normal force per unit area 

p, = tangential force per unit area 
v^ = horizontal liquid velocity 
v^ = vertical liquid velocity 
Vc = gas velocity at wave crest 
V = gas velocity 
a = coefficient of temporal term in wave 

equation 
a' = coefficient of pressure component 

180 deg out of phase with wave sur
face 

a„ = void fraction 
P = wave growth factor 

P' = coefficient of pressure component in 
phase with wave slope 

y = defined in text 
y = defined in text 

r = concentration of surfactant at sur
face of liquid 

To = average concentration of surfactant 
at the surface of liquid 

e = (daldrm 
Tj = surface elevation 

rio = amplitude 
•qox = amplitude at distance x 
Tj„ = nondimensional amplitude 
p = liquid absolute viscosity 
V = liquid kinematic viscosity 
pi = liquid density 
pg = gas density 
a = surface tension 

LOa = wave frequency 
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For deep-water waves 

pL 

Solving for D and substituting in Eq. (12) we have 

1,3 dri _ 

dt 
p,gkj-ae^^. 

Pi 

Pi \h- V 
h - T] (13) 

In examining the radical in Eq. (13) for o < 77 < /i we find 
that it has one minimum there. If this minimum is positive the 
wave will grow and thus the neutral stability occurs where the 
minimum is equal to zero. Designating the radical as R(T]) and 
setting it equal to zero, we have 

R„ vl v' + V 
Pigk + crk^ \h - T] 

= 0 (14) 

To find the minimum we differentiate the radical with respect 
to T] and set the result equal to zero, 

dRW p,gk + ae 
= - 2 V dri Pi 

Pi 

2(h - r])ri + rj^ 

(h - V)' 
= 0 

Letting V^pgk/(pigk + ak^) = y and solving for 7] we have 

' H V 2 16 
(15) 

and substituting into Eq. (14) 

h vl 1 
4 

ill + 21 
2 16 

yh y' 

16 

+ y 
1 + ih + 1L 
4 V 2 16 

Nondimensionalizing above equation by letting 

- Vo . _ r 

we have 

r^i ^ (I - y - ny + ty 

7 + V2y + y^ 

It may be concluded from Eq. (16) that for a given value of 
parameter y there is a value of 7]„ at which the wave will become 
unstable and the exponential growth will begin. 

For a plane surface which corresponds to the experimental 
case using the surfactant, TJ,, -* 0 and Eq. (16) reduces to 

1 - y - V27 + y^ = 0 

or 

y = 4 

Substituting the original values for y we have 

V\ 
= 1 

h(p,g + ak^) 

If surface tension is neglected the above expression reduces 
to a form of Froude number 

hg Pi 
= 1 (17) 

As will be shown later, for water with soap, the slugs were 
formed from practically-level liquid surface and Eq. (17) is 
used to compare the predicted values with experimental results. 

Experimental Work 
The experiments were conducted in a channel which was 10 

cm deep, 15 cm wide, and approximately 5 m long made of 
acrylic plastic. The downstream end was equipped with a slop
ing beach to minimize the reflection of the waves, while the air 
inlet was placed at the upstream end. A plate extended form 
the air inlet into the channel and it could be adjusted so it would 
just touch the liquid surface tangentially. The upstream end 
was also equipped with an oscillating plate wave maker with 
adjustable stroke and frequency. The channel was mounted on 
adjustable supports which permitted setting the slope to desired 
value. 

The wave height was measured by electrical conductivity 
gages which consisted of two parallel platinum wires 0.127 
mm in diameter and about 3 mm apart set in a vertical plane 
perpendicular to flow. Three wave height gages were placed in 
the channel at various locations. 

The gages were frequently calibrated statically by varying 
the liquid level in the channel and then comparing the readings 
with those of a hook gage. The output of the gages was read 
on a strip chart recorder. 

The instantaneous values of the liquid level were recorded 
to obtain the wave characteristics. The mean level was also 
recorded by the use of low pass band pass filter. 

Air at essentially atmospheric pressure was used as the gas
eous phase and its flowrate was measured by a laminar flow
meter. The liquid phase was tap water with surfactant added. 
The surfactant was commercially available dishwashing liquid 
and was added to produce a concentration of 2.8 percent by 
volume. The solution was thoroughly mixed before the tests 
began, but it was found that the full effect in the surfactant did 
not develop until the soap remained in the water for approxi
mately four days. Tests with both fresh and aged solution were 
conducted. In both cases the static surface tension was 0.039 N/m. 

The tests were conducted as follows. For a particular liquid 
level, the air velocity was increased in steps and at each step 
the slope of the channel was adjusted to produce approximately 
constant liquid level throughout the channel. Once it was judged 
that the transition to slug flow was impending, the air velocity 
was increased in small steps, while the recorder was run continu
ously. When the first slugs appeared, the values of maximum 
wave height, of air velocity and of mean liquid level were 
recorded. 

Auxiliary tests during which the liquid surface was photo
graphed by a still camera and where the wave generator was 
used were also conducted. 

Results 
The measured values of mean liquid level as a function of 

mean air velocity at transition to slug flow are shown in Table 
1 for aged solution. 

The results for both the fresh and aged solutions as well as 
those for air and water are shown in Fig. 1. In this figure the 
coordinates suggested by Wallis and Dobson (1973) are used, 
the a„ represents the void fraction while the ordinate is the 
nondimensional superficial gas velocity. The void fraction is 
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Table 1 Measured values for transition to slug flow for 
water-soap mixture, aged solutions 

Mean liquid level 
at transition, 

cm 

6.11 
6.45 
6.53 
6.84 
6.77 
7.05 
7.43 
7.43 
7.71 
7.76 
8.14 
8.05 

calculated on the basis of mean liquid level, while 7* is found 
from 

Superficial 
air velocity, 

m/s 

5.72 
5.12 
4.66 
4.56 
4.05 
3.97 
3.88 
3.54 
3.31 
3.08 
2.44 
2.39 

J* = J 
1 

Pi - Ps Stl\ 

and J is found from measured gas flow rate. The curve shown 
in this figure is from Eq. (17). As may be seen from this figure 
there are two distinct groups of data. The fresh solution exhibits 
some damping which was consistent from test to test. The aged 
solution exhibits much higher damping of waves. Reason for 
the difference is not clear at this point, but it is apparent that 
we are dealing with some definite transition. 

In order to illustrate the waves under discussion several pho
tographs are presented. In Fig. 2 the wave growth on pure water 
is shown. The first photograph was taken at a distance of 20 
cm from the air inlet, the second at 1.5 m and the third at 3.4 
m. The growth of the waves both in height and in length is 
apparent in these pictures. 

Figure 3 shows the growth of waves on aged soap solution, 
with the first one 20 cm from air inlet and the second at 3.4 m. 

Fig. 2 Wave growth on pure water (a) 20 cm, (b) 1.5 m, and (c) 3.4 m 
from air inlet 

0.1 

* 
b 

0.05 

CURVE FROM/ « 
EQ (17) / • • 

U Hater 

O Hater with soap 
(Presh Solution) 

w Hater with aoap 
(Aged Solution) 

0.5 1.0 

Fig. 1 Transition to slug flow for water with soap [Uncertainty estimate, 
J* less than 3 percent, a less than 4 percent]. Uncertainty estimates as 
shown by bars apply to all points in the proportion shown. 

Fig. 3 Waves on aged solutions (a) 20 cm and (b) 3.4 m from air inlet 

It is of interest to note that visible waves are produced near the 
inlet. They are damped to about 10 percent of their initial height 
in 1.2 m and disappear almost completely at a distance of 3.4 
m, as may be seen from the photograph. 
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The wave growth factor 0,. as found from observations agrees 
reasonably well with that found from Eq. (8) indicating that 
the experiments were conducted with ela close to unity. 

Uncertainty Estimates 

The following estimates are based on maximum uncertainty. 
The primary quantities measured in this work are liquid level 

and gas flow rate. 
The superficial gas velocity was determined by dividing the 

gas flow rate by the total channel cross section. Since the cross 
section area is found with negligible uncertainty, the maximum 
uncertainty for the superficial gas velocity is the same as for 
the flow rate. It is estimated to be 

3% at 7 = 2 m/s 

1% at 7 = 6 iTi/s 

The liquid level measured by electrical conductivity gages is 
judged to be accurate within ± 1 mm, but if statistical fluctua
tions are included in determining the void fractions a„, the 
uncertainty is estimated to be 

2% at a„ = 0.7 

5% at a„ = 0.2 

The actual gas velocity is found by dividing the gas flowrate 
by the actual gas flow cross section. The uncertainty is estimated 
to be 

2.5% at V = 6 m/s 

6% at V = 3 m/s 

Discussion of Results 
This work was started as a test whether the transition to slug 

flow can be predicted in every case by knowing the wave height. 
The results of this work reinforce the supposition in that even in 
this unusual case the transition to slug flow can be so predicted. 

Previous work (Kordyban and Okleh, 1993) has shown that 
the variation of viscosity or surface tension has no effect on the 
transition to slug flow. Here it is shown that addition of the 
surfactants can substantially shift the transition to higher gas 
velocities. Thus the relationships of Taitel and Dukler (1976), 
Wallis and Dobson (1973), Gardner (1979) and others are not 
applicable to this case. This shift in the transition is definitely 
due to the damping of short waves near the air inlet in the 
channel. This was proven by producing waves by the wave 
maker which were sufficiently long not to be effectively damped 
by the surfactant. In this case the waves grew and the transition 
to slug flow occurred in normal fashion. This happened even 
in the absence of wave maker waves. When a long wave distur
bance was inadvertently introduced in the course of the experi
ment, slugs formed unexpectedly. 

The analysis carried out on damping of waves followed 
closely the steps of Levich (1962) except that the energy input 
due to gas flow was introduced. It should be noted that both 
the damping and energy input terms were assumed to be small 
and under that assumption there are no cross effects between 
these terms in the final equation; they are simply additive. 

This is the only case known to the authors where the slugs 
form from practically level interface. The results of analysis of 
such conditions agree reasonably well with experimental results 
as may be seen in Fig. 1. The curve of Eq. (17) falls slightly 

above the experimental points indicating perhaps that the sur
face is not entirely smooth. 

It should be noted here that other work with surfactants 
(Weisman et al., 1979) shows no effect an the transition to slug 
flow. While there is no reason to doubt these results, we are 
quite certain of our data, since the lack of wave growth and the 
shift of transition to higher gas velocities could be easily ob
served visually. This discrepancy deserves further study. 

The difference between the fresh and aged solutions in their 
damping effectiveness appears to be due to some kind of physi
cal or chemical transition which occurs when the solution is 
between 3 and 5 days old. This is a rather sudden transition 
with a very substantial change in the damping characteristics 
and no intermediate values were observed. To illustrate this 
change, at a„ = 0.3 the superficial critical gas velocity is 1.55 
m/s for pure water, 2.14 m/s for fresh solution, and 4.36 m/s 
for aged solution. 

The fact that the surfactants delay the formation of slugs 
could have important practical implications, since there are 
many cases in two-phase flow where avoiding the slug flow 
may be desirable and in a number of these cases there exists a 
possibility of using the surfactants. Thus further study of the 
basic nature of wave damping and the effectiveness of various 
surfactants is indicated. 

Conclusions 
In this work it has been found both experimentally and analyt

ically that at least certain types of surfactants impede the growth 
of interfacial waves in two-phase flow. It appears, in fact, that 
for proper surfactant, the growth of waves may be stopped all 
together. 

The analysis similar to Levich, but which includes the energy 
input of the faster flowing gas to the interfacial waves predicts 
the behavior of the interfacial waves rather well. 

In the absence of waves the slugs will eventually form on 
the level liquid surface, but this occurs at much higher gas 
velocities than predicted from the usual correlations. The forma
tion of slugs can be predicted reasonably well by the linear 
theory presented in this work. 
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Deformation Process of a Water 
Droplet Impinging on a 
Solid Surface 
This paper is concerned with numerical simulations of the deformation behavior of 
a liquid droplet impinging on a flat solid surface, as well as the flow field inside the 
droplet. In the present situation, the case where a droplet impinges on the surface 
at room temperature with a speed in the order of a few [m/sl, is treated. These 
simulations were performed using the MAC-type solution method to solve a finite-
differencing approximation of the Navier-Stokes equations governing an axisymmetric 
and incompressible fluid flow. For the first case where the liquid is water, the liquid 
film formed by the droplet impinging on the solid surface flows radially along it and 
expands in a fairly thin discoid-like shape. Thereafter, the liquid flow shows a ten
dency to stagnate at the periphery of the circular film, with the result that water is 
concentrated there is a doughnut-like shape. Subsequently, the water begins to flow 
backwards toward the center where it accumulates in the central region. For the 
second case where a n-heptane droplet impinges the surface, the film continues to 
spread monotonically up to a maximum diameter and there is no recoiling process 
to cause a backwards flow towards the central region. In this study the whole deforma
tion process was investigated from numerical as well as experimental points of view. 
Weflnd that the results obtained by the present mathematical model give fairly good 
agreement with the experimental observations. The effects of the viscous stresses and 
the surface tension on the deformation process of the droplets are estimated and 
discussed from a practical standpoint. 

1 Introduction 
The process of cooling a high temperature surface with a 

water spray is widely used in iron and steel-making industries. 
Specifically, the spray cooling method is applied to the second
ary cooling zone in a continuous casting process. Also, the hot 
strip passing through the last finishing roll is cooled on a runout 
table, from the austenitic finishing temperature to the coiling 
temperature. In this case, the upper strip surface is cooled by a 
laminar flow cooling method, while the lower surface is cooled 
by a water spray. Hence, the numerical analysis of the flow 
field of subsonic free jets of gas-particle mixtures composed of 
air and water droplets, was performed (Hatta et al., 1992). 
Again, the problem of flow structures of the two-phase subsonic 
jets impinging on a flat plate normal to the flow, corresponding 
to the mist/spray cooling situation, was solved on the assump
tion that the droplets were reflected perfectly elastically from a 
surface by the present authors (1993). However, we cannot 
shed further light on the mist/spray cooling mechanism without 
understanding the deformation process of individual water drop
lets impinging on a plate surface. 

Practically speaking, in spite of the widespread use of this 
cooling method, there seems to be a conspicuous lack of knowl
edge concerning the spray cooling mechanism. Therefore, many 
experimental studies have been performed focusing upon the 
collision and deformation processes of a water droplet imping
ing on a hot plate surface (Wachters and Westerling, 1966; 
Ueda et al., 1979; Akao et al., 1980; and Chandra and Avedisian, 
1992). However, the diameters of spherical water droplets 
adopted in those experiments were relatively large, ranging from 
1 mm to 3 mm. This was because the high speed deformation 
process of the droplet must be observable from a photographic 
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point of view. Actually, the droplet diameters in spray cooling 
are believed to range from 100 jim to 500 fim. In this regard, 
Pederson (1970) treated relatively small droplets, from 200 /̂ m 
to 400 ^m, but the photographs of the impact process were not 
sharp enough to aUow an understanding of the detailed behavior 
of the droplet deformation process. In passing, we note that it 
is currently impossible to experimentally measure the inner flow 
field of a droplet during and subsequent to the collision with a 
solid surface. 

Again, there are a few reports concerning the numerical anal
yses of the collision and deformation processes of a liquid drop
let impinging on a surface. Harlow and Shannon (1967) ana
lyzed numerically the deformation process of a droplet imping
ing on a flat plate and compared the result obtained with 
experimental data. Although the effect of surface tension on the 
deformation process was neglected in their analysis, a fairly 
good agreement between the numerical and experimental results 
was found. Turutani et al. (1989) studied the deformation pro
cess of the droplet using the SMAC method (Amsden and Har
low, 1970) and discussed the effect of surface tension by com
paring the numerical results with experimental values. The two 
results were found quantitatively to show a similar tendency on 
the whole. However, in the above-mentioned analytical studies, 
the surface configurations were not so sharp, due to following 
the free surface by the so-called marker particles. Moreover, 
these numerical analyses were restricted to an earlier deforma
tion process. 

The deformation process of a n-heptane droplet on a stainless 
steel surface at room temperature was studied using a flash 
photography method by Chandra and Avedisian (1991). They 
found that a liquid film formed by the droplet impinging on a 
surface, continued to spread monotonically in a fairly thin dis
coid-like shape and reached a maximum diameter of four times 
the initial droplet diameter. In the present experiment, where a 
water droplet impinges on an Inconel 625 alloy surface, it was 
found that the liquid showed a tendency to be stagnant at the 
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periphery of the circular film and concentrated there in a dough
nut-like shape, and that, thereafter, the liquid began to flow 
backwards towards the center until it reached an equilibrium 
configuration and was concentrated at the central region rather 
than at the periphery. 

In the present paper, both the radially expanding process of 
the liquid film formed by a droplet impinging on a solid surface 
at room temperature and the subsequent process of flow reversal 
from the periphery of the circular liquid film towards the central 
region, have been investigated from numerical and experimental 
points of view. Concretely, the experimental results obtained 
by the present authors and Chandra and Avedisian (1991), were 
analyzed from a numerical point of view. The inner velocity 
vector fields, as well as the above characteristic parameters, 
were calculated using an axisymmetric coordinate system. The 
surface tension effect was taken into consideration. The calcula
tion approach was based on the MAC-type solution method. 
This did not need to introduce the so-called marker particles, 
which will be mentioned later. A comparison had been made 
between the calculated time histories of droplet diameter and 
height during the deformation with corresponding experimental 
observations. In the present experiments, the time variation of 
the droplet diameter and its impinging velocity, were deter
mined by direct measurement from multiple-exposure images 
using micro flash units. The computations were performed on 
the Fujitsu supercomputer VP2600 at the Data Processing Cen
ter of Kyoto University. 

2 Conservation Equation 

The conservation equations to be solved are expressed nondi-
mensionally in terms of the following dimensionless variables: 

/ = t/(Dp/uo), X = xlDp, y = y/Dp 

u = u/uo, V = v/uo, p = p/(puo) 
(1) 

in which t is the time; (x, y) denote the coordinates in the radial 
and axial directions respectively; (u, v) denote the velocity 
components in the x and y-directions respectively and p is the 
pressure. Dp, Uo and p denote the initial droplet diameter, the 
impinging velocity and the material density of the droplet, re
spectively. Here overbars denote the dimensional quantities. 

The system of equations governing the motion of fluid in the 
deforming droplet is given by: 

du dv u „ 
— + — + - = 0 
dx dy X 

(2) 

du du^ dm u^ 

dt dx dy x 

dx Re 

d^u d^u d (u 

dx^ '^ dy"" ^ dx \x 
(3) 

dv dm dv^ m 

dt dx dy X 

dy 
J_ 
Fr^ 

I 
+ — 

Re 
d^v d^v 1 dv 

dx^ dy^ X dx 
(4) 

in which Re and Fr are the Reynolds number and the Froude 
number, respectively, defined as: 

Re = Uo'Dp/u, Fr = UoHg-Dp (5) 

Here, V and f" denote the kinematic viscosity and the gravita
tional acceleration, respectively. 

Next, the pressure balance condition on the free surface 
yields: 

1 dU„ 1 1 1 
p, - Poo + ^ = — I — + — 

Re drj We \/?i R^ 
in which: 

We = 
PUpPp 

(6) 

(7) 

where p^ and poo are the surface and atmospheric pressures, 
respectively. Ri and /?2 are the principal radii of curvature at a 
given point on a free surface, respectively. 77 is the coordinate 
normal to the surface and i/, is the component of velocity in 
the ?7-direction. 5" is the surface tension. Obviously, the sign on 
the left-hand side of Eq. (6) depends upon the sign of /?, and 
R2, that is, whether a concave or convex surface. 

3 Numerical Procedure 

The numerical techniques suitable for solving free-boundary 
problems of fluid mechanics, can be divided roughly into two 
kinds of methods. One method is to track the free surface on a 
fixed coordinate system in a Lagrangian manner, based upon 
the MAC technique developed by Harlow and Welch (1965). 
The other, is to renew the curvilinear coordinate system so that 
the coordinates of the free surface boundary are fitted at every 
new time step (Ryskin and Leal, 1984). The use of the bound
ary-fitted curvilinear coordinate system is considered to be of 
advantage in treating the boundary condition at the free surface 
easily and strictly, and in maintaining the conservation law of 
mass and momentum at the free boundary. However, computa
tional cost is appreciably expensive in comparison with the 
fixed coordinate system, because the adjustment must always 
be made so as to fit the current boundary shape. On the other 
hand, the numerical technique based on the MAC-type solution 
method is capable of catching the overturning of a free surface 
wave, the mixing of bubbles in liquid, etc. In the present investi
gation, the calculation of the deformation process of a droplet 
was performed using the fixed coordinate system because of 
numerical instability when using the boundary-fitted approach 
due to the strongly curved shape of the droplet just after colli
sion with the surface. 

Nomenclature 

^ 1 

Dp = initial droplet diameter, m f/, = 
g = gravitational acceleration, m/s^ 

Fr = ujig'Dp Froude number u,v = 
f = CFL number "., D, = 
p = dimensionless pressure 

, J?2 = principal radii of curvature at a Uo = 
point on free surface We = 

Re = (uoDp/P) Reynolds number x,y = 
t = time 

velocity component in r} direc
tion 
velocity components 
velocity components on free sur
face 
impinging velocity, m/s 
pulDp/a Weber number 
coordinates 

X,,, y, = surface position 
Ax, Ay = mesh size 

T] = coordinate normal to surface 
'p = material density of droplet, 

kg/m' 
P = kinematic viscosity, m^/s 

_a = surface tension, Newton/m 
( ) = dimensioned quantities 
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The system of conservation equations has been solved numer
ically using finite-difference approximation of the Navier-
Stokes equations for an axisymmetric incompressible flow. The 
staggered mesh system has been adopted in the numerical simu
lation. The second-order upwind scheme, which is commonly 
called the donor cell method, has been applied to the convection 
terms, and the second-order central differencing scheme has 
been applied to the viscous terms. Also, the explicit Euler 
scheme has been adopted for time integrations. First, the veloc
ity vector field was determined by the finite-differencing ap
proximations to the momentum Eqs. (3) and (4). Next, the 
pressure field was determined by solving the finite-difference 
approximation of the Poisson equation on the basis of an itera
tive procedure. The calculation approach which has been men
tioned so far, basically follows the MAC-type solution method 
(Harlow and Welch, 1965), except that it uses no marker parti
cles and applies the donor cell method to the convection terms. 

Now, we can briefly describe the calculation procedure of 
the free surface configuration. It is assumed that the free surface 
consists of a large number of segments and that the two end-
points of each segment are located on the underlying lines of 
the rectangular cell system. According to Miyata (1986), the 
time evolution of the free surface is followed by the Lagrangian 
movement of the segments that form the free surface configura
tion. The end points (x", y") of the segments at a time step n, 
are moved to the new points (x"'^', y""^') at the next time step 
in the Lagrangian manner: 

y f ' ^y". + Afv, 
(8) 

where u., and v, denote the velocity components in the radial 
and axial directions, respectively and Af is the time increment 
per calculation cycle. The new segments are temporarily deter
mined by (x""^', yT^)- Then, the new formal end-points are 
given by the intersecting points between the temporary seg
ments and the underlying mesh lines. The submesh system, 
whose mesh size is half that of the main system, is introduced 
in the present calculation. Because the free surface configuration 
is represented by a succession of line segments, it becomes 
smoother due to the fact that the number of intersecting points 
increases to twice that of the main mesh system alone. It should 
be borne in mind that the calculation of the velocity vector and 
pressure fields is performed only on the main mesh system. 
Again, the radial position of the contact line of the free surface 
on the plate is determined by a linear extrapolation from the 
two end-points close to the solid surface. 

In addition, the velocity components of the new segments 
are determined by extrapolation of the velocity vector field in 
the nearest neighboring sites inside the fluid. Also, it is noted 
that the radii Ri and /?2 required to estimate the surface pressure 
Ps (see Eq. (6)) , are calculable by first and second-order differ
ential terms and these are obtained by a second-order accurate 
difference approximation. There are some cases where it is 
impossible to calculate exactly the third term on the left hand 
side of Eq. (6) , particularly at a sharply convex or concave 
region where the grid points are too few in number. However, 
the term is considered to be negligibly small compared with the 
other terms in Eq. (6) and is neglected. 

In the present calculation, the moment of impingement of a 
droplet on a horizontally fixed flat surface was set at f = 0. It 
was assumed that the droplet was perfectly spherical in shape 
and had no velocity distribution within it at r = 0. 

Next, we considered the effect of selecting the mesh size on 
numerical accuracy. A regular square mesh (Ax = Ay) was 
adopted in this calculation. For various mesh sizes, numerical 
experiments were performed and the results were compared 
with each other. 

Figure 1 gives the time variation of the radial distance Xj.j=o 
of the contact line of a droplet for Ax = 1/30, 1/60, 1/100 

Time 
Fig. 1 Preliminary cliecii on the effect of mesh size on numerical 
accuracy 

and 1/120 respectively, for the case with Re = 1500, We = 
62.5 and Fr = 42.9. The numerical error was found to be at 
most 1 percent between Ax = 1/100 and Ax = 1/120. Accord
ingly, Ax = 1/100 was selected in the present calculation for 
the sake of saving computer memory and CPU time. 

Again, the computational time interval Af, was determined 
by the CFL (Courant-Friedrichs-Lewy) condition as follows: 

At = fx Min 
Ax 

V ^ 
(9) 

where / is the CFL number. The condition of / < 0.5 had to 
be satisfied because the submesh system was introduced in the 
present numerical model, as mentioned above. The same numer
ical experiments, as in the above case, were performed for / = 
0.07, 0.05 and 0.04 respectively. As a result, almost no signifi
cant numerical error was recognized between / = 0.05 and 
0.04. Accordingly, we selected / = 0.05 throughout the present 
simulations. 

In the calculations the no-slip condition was adopted (« = v 
= 0 at the wall) and the pressure condition at the solid/liquid 
interface was given by; 

P' =Pl/2 - -Vi\Vi\ 
2v, Ay 

Fr^ Re-Ay 
(10) 

in which p ' andpi/2 denote the pressure at the external and the 
interior cells of the wall, respectively, and Vi is the velocity 
component normal to the wall. 

4 Experimental Procedure 
The experimental study was undertaken to understand the 

deformation process of an impinging droplet on a plate surface. 
It was desired to calculate the deformation process of a droplet 
for which experimental data are available, so that a direct com
parison with the calculations could be made. 

Figure 2 shows a schematic diagram of the experimental 
apparatus. Water stored in a leakproof tank was introduced into 
a needle and a droplet was formed at its tip. The water was 
pressurized statically by high pressure air to ensure repeatability 
of droplet formation and release of droplets at the needle tip with 
a 0.2 mm inner diameter. A needle oscillator using a speaker coil 
which vibrated at a particular frequency was attached to the 
needle tip so that droplets with a uniform diameter and a con
stant velocity were produced. An 18 cm diameter disk, which 
had a long and narrow rectangular hole (hence for the referred 
to as the slit hole), rotated horizontally between the needle tip 
and the solid surface. Accordingly, a large number of droplets 
appearing from the needle tip were blocked by the rotating disk, 
but one droplet per revolution passed through the slit hole of 
the rotating disk and reached the flat surface. 

The video camera recorder, which was equipped with a macro 
filter, was horizontally fixed at the same level as the solid sur-
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pressure valve 

^ Air tank 

Video camera Flash controller 

Fig. 2 Experimental apparatus 

face. The closeup image of the droplet on the video screen was 
taken by the back light method using micro flash units. The 
video camera recorder, the solid surface on which the droplet 
impinged and the micro flash lights were arranged in a straight 
line. Upon registering the position of the slit hole on the disk, 
the optical sensor unit sent a signal to the delay timer when a 
droplet passed through the disk hole. The delay timer transmit
ted a signal to the flash controller units (Sugawara SG303A, 
MP 102A) with a delay time. The two micro flash units (Sugaw
ara MP230) providing a 1.6 /iS or shorter duration flash, were 
triggered in scheduled time intervals of 60 ~ 500 fis, when 
signals were sent from the flash controller units. Again, the 
error of the time interval was kept below 1 /j^s. The video image 
was set to be exposed only by the flash light. The moving 
distance of a droplet during a flash, was smaller than the mea
surement accuracy mentioned below. 

The droplet size was measured directly from a video still 
image using a personal computer. Again, because the measure
ment accuracy of the video still image depended upon the reso
lution of the video system and the image magnitude, it could 
not be bettered than 0.008 mm with the present measurement 
system. The impinging velocity was easily estimated by the 
moving distance of the droplet in the time interval from one 
flash to another. The time history of the droplet deformation 
was measured from a large number of multi-exposure images 
of the droplet before the collision with the surface at the first 
flash and after the collision at the second flash. The period from 
the moment of impact to the second flash was calculated from 
three factors; the impinging velocity, the distance between the 
bottom/top of the droplet at the first flash and the surface, and 
the time interval between the two flashes. 

Strictly speaking, it is difficult to regularly produce droplets 
with the same diameter and the same velocity. Therefore, the 
diameter of all the droplets on the video image, has been mea
sured to obtain exact experimental data. Again, the impinging 
velocity can be regarded as constant, on condition that the delay 
timer is set at the same delay time, because droplets with differ
ent velocities were not caught on a small video frame area. The 
velocity of a droplet could be varied within the range 1.3 m/s 
to 4.0 m/s with the present experimental apparatus. 

5 Results and Discussion 
First, we considered the effect of the physical properties of 

the plate surface on the deformation process of droplets. The 

surface material was Inconel 625 alloy. In order to examine 
whether or not the surface conditions were significant the defor
mation process of a droplet impinging on the waxed plate sur
face was compared with the case of the non-waxed (bare) plate 
surface on condition that D,, = 0.4 [mm] and UQ = 3.75 [m/s] 
(Re = 1500 and We = 78). Figure 3(a) demonstrates the 
comparison between the two cases. We note that the height h 
and the radius rwere normalized by the initial droplet diameter 
Dp and that the dimensionless height h (=hlDp) and the dimen-
sionless radius r (=r/Di,) obey the definition shown in Fig. 
3{b). There was no observed difference in the time history of 
the height and the radius, at least during the early period of 
impact. The deformation processes were similar to each other. 
The evolution of the wetted area and spreading rate, both of a 
droplet on a stainless steel surface and of a droplet spreading 
over a thin film created by the deposition of a prior droplet, 
were compared to each other using a n-heptane droplet by Chan
dra and Avedisian (1991). The experimental results show that 
the deformation process of the droplet spreading on a thin liquid 
film, is essentially the same as on a solid surface during the 
early period. Again, they found that the radius of the n-heptane 
film on the surface at an ambient temperature of 24°C increased 
monotonically until it reached a maximum. 

However, it was found in the present experiment using water 
droplets, that the film began to recoil towards the center after the 
radius reached a maximum on the solid surface at the ambient 
temperature, as described below. Practically, we believe that 
the wettability between the surface and the liquid should be 
taken into consideration. In other words, the deformation pro
cess of a liquid droplet on a solid surface in the later stage after 
impact is considered to depend strongly upon the wettability at 
the solid/liquid interface, although the deformation process may 
be regarded as independent of the surface condition during the 
early period of impact, as pointed out by Chandra and Avedi
sian. 

However, the above interaction effect was not taken into 
account in the present numerical simulations, even when the 
whole deformation process, from the moment of impact to 
reaching the final configuration, was not able to give appreciable 
agreement with experimental data. Nevertheless, we compare 
the numerical results obtained by the present model with the 
experimental ones for the case where a water droplet impinges 
on an Inconel 625 alloy surface. Figure 4(a) shows the compar
ison between the calculated and experimental time histories of 

1.5 

1.0 

0.5|-

Re=1500 r 
We=78 '.moamt^m&m 

"o. ,^iP° • • no wax 
^ ^ ° ° wax 

0.0 1 

Time 
Fig. 3(a) 

Fig. 3(6) 

Fig. 3(a) and 3{b) Effect of physical properties of plate surface on de
formation process (a) and definition of droplet heiglit h and radius r (b). 
Note tfiat tfie experimental uncertainties in botfi the droplet radius r and 
height h are kept within ±0.041 on a nondlmenslonal scale. 
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experimental r-value decreased because of the recoiling process 
in the time range of r > 2.5, while the calculated value remained 
almost constant. This may have occurred due to the fact that 
the no-slip condition was adopted at the liquid/solid interface 
as the boundary condition and thereby the contact line around 
the circular wetted area could not be made movable toward the 
center. 

We now consider the deformation process and the flow field 
after the droplet impinges on the plate. Figure 5(a) shows the 
evolution of the free surface and the velocity vector field for 

1.05 

3.0 

2.0 

1.0 

0.0 

1 1 ' 1 

2r 

1 . 1 

1 1 1 1 . 

Re=878 
We=27 

I . I . 

2 3 
• Time 

Fig. 4(c) 

Fig. 4(a) -4(c) Comparison of numerical time histories of droplet height 
h and radius r with experimental values and time history of numerical 
droplet volume during deformation [b] for Re = 1500 and We == 62.5. And 
comparison of numerical result and experimental ones for Re = 878 and 
We = 27 (c). Note that the experimental uncertainties in both the droplet 
radius r and height h are kept ±0.041 on nondimensional scale In Fig. 
4(a) and Fig. 4(c), and that the numerical error of the droplet volume 
during deformation Is at most 3 percent In Fig. 4(b). 

the height h and the radius r for the case with Dp = 0.5 [mm] 
and Mo = 3.0 [m/s] (Re = 1500 and We = 62.5). It can be 
seen from this figure, that the calculated time history of the 
reduction process of h (=h/Dp) shown by the solid line gives 
a fairly good fit to the experimental data corresponding to the 
solid circles. Also, the calculated time history of the spreading 
process of r (=r/Dp) shown by the solid line, is roughly in 
agreement with the experimental data corresponding to the 
empty circles. While the calculated values of r are a little larger 
than the experimental, the difference is at most 4% for t > 0.5. 
Figure 4{b) shows the time variation of the calculated liquid 
volume during the deformation due to numerical error. Here, 
the initial spherical volume was fixed at unity. The numerical 
error of the liquid volume was at most three percent. As men
tioned above, it has been clarified that the calculated deforma
tion process of the droplet was in agreement with the experimen
tal in the early period of impact (t < 1.5). Then, the subsequent 
process was investigated. Figure 4(c) indicates the comparison 
between the calculated and experimental results in the period 
of r < 5.0 just after impact for the case with Dp = 0.39 [mm] 
and Mo = 2.25 [m/s] (Re = 878 and We = 27). The calculated 
and experimental time variations of h and r were found to agree 
well with each other in the time range of t ^ 2.5. However, a 
significant difference between the calculated and experimental 
results appeared in the subsequent deformation process. The 

t=0.4 
Re=1500 
We=62.5 
Fr=42.86 

t=1.2 

t=1.6 

t=2.0 

^TOwmnnmn^ TrTTTmrmwin 
t=2.4. 

t=3.2 

t=4.0 

^--TnMlllllfffn^,..n..,^^ 
t=6.0 
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Fig. 5(a) 
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Fig. 5(a) and 5(b) Numerical free surface configuration and velocity 
vector field of a droplet impinging on a flat plate (a) and pressure distri
bution along the surface (b) with Re = 1500, We ^ 62.5 and Fr = 42.86 
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the case with Re = 1500, We = 62.5 and Fr = 42.86. Figure 
5(b) shows the corresponding distribution of pressure p on the 
solid surface. Here, p = 0 corresponds to the ambient pressure 
and the negative pressure corresponds to a lower than ambient 
pressure. It is noted that the magnitude of the velocity vector 
in this figure is common at every time stage. The water film 
expands radially during the early period of impact because the 
pressure at the impinging region is higher than that at the periph
ery. The edge part in the neighborhood of the contact line, was 
observed to be roundish owing to the surface tension effect. A 
velocity boundary layer formed in the water film adjacent to 
the surface due to the no-slip condition imposed. The calculated 
results show that liquid flows radially from the center to the 
relatively stagnant edge zone of the water film, and that the 
roundish edge zone expands in the early period of impact (f < 
1.6). As a result, the central part of the liquid film became 
lower than the height of the edge zone between t = 1.2 
and 1.6. 

The film radius reached a maximum value at t =" 1.6 owing 
to the decrease in the radial velocity component, associated with 
the fluid friction with the solid surface and the reversal of the 
pressure gradient in the radial direction. Thereafter, the liquid 
flowed radially backwards from the edge to the center. The 
phenomenon of flow reversed was strongly affected by the vorti
cal structure appearing at the rounded edge zone. The center of 
the vortical structure formed first near the contact line, and then 
moved upwards. As a result, the edge zone moved in the radial 
direction (f = 1.2 ~ 1.6). On the other hand, upon formation 
the flow towards the center on the underside of the edge zone 
came into collision with the flow from the center towards the 
periphery. The collision of the two flows led to a rising flow 
and thereby the rounded edge zone grew in both thickness and 
width (f = 2.0 ~ 2.4). At even later time, the flow towards 
the center overcame the flow from the center towards the periph
ery with the result that the position where the flow towards the 
central part collided with the opposite flow, shifted towards 
the center with time. Thus, the position where the liquid film 
thickened was shifted from the peripheral region to the center. 
In contrast, the central liquid film with a smaller and almost 
uniform thickness, was seen to be in an almost stagnant state 
(? = 2.0 ~ 3.2). Thereafter, the flow from the periphery to the 
center became dominant and again, the central part of the liquid 
film was elevated. As a whole, the configuration of the water 
film in this state was high in the central zone and lower with 
increasing water film radius (f = 6.0). 

Figure 6 shows a time-sequence for the time variation of the 
deformation process for the same conditions as in the case of 
Fig. 5. The images were made from a video printer output taken 
from the video image. The droplets were photographed from a 
slightly oblique angle with respect to the plate surface. For this 
a flash Ught source was triggered once per droplet. Therefore, 
it should be noted that the droplets are different in each of the 
instantaneous photographs. That is to say, the same droplet 
was not followed, but the various instantaneous behaviors of 
different droplets were photographed and arranged in a regular 
sequence. Also, the time elapsed after the collision of each 
droplet with the surface could not be measured accurately due 
to the shortness of this event. At any rate, it has been visually 
observed that droplets impinging on the solid surface form a 
radial liquid film and spread with time (see Fig. 6(a), (b), and 
(c)) . Again, when the liquid film expands in a discoid-Uke 
form, the thickness of the central region, is seen to be smaller 
than that of the peripheral one, as shown in Fig. 6(d). Further
more, it can be observed from Fig. 6(e) that thereafter flow 
reversal occurred from the peripheral region toward the center. 
The last photograph is observed to be very similar to the shape 
of t = 3.2 in Fig. 5 (a ) . On the whole, it may be justifiable to 
consider that these photographs indicate a qualitative agreement 
with the results obtained by the present numerical model, even 

a) 

b) 

d) 

Fig. 6 Photographic time-sequence showing the deformation process 
of droplet impinging on a flat plate with D^ = 0.5 ± 0.02 mm and Do = 
3.0 ± 0.02 m/s 

if the values of t at which the pictures were taken could not be 
measured. 

It should be noted that there was a slight recoiling effect 
revealed in the photographs. In the experiments performed using 
the n-heptane droplet (Chandra and Avedisian, 1991) there was 
no recoiling process on the stainless steel surface at the ambient 
temperature, while the recoiling process apparently exists in 
Fig. 5 (a ) . However, a surface wetted by a liquid once cannot 
be regarded as being in a non-wetting state, due to the fact that 
the no-slip condition exists at the liquid/solid interface. In fact, 
the diameters of the circular contact lines were seen to be con
stant after reaching a maximum, as shown in Fig. 5(a) . Here, 
it should be noted that the maximum diameter of the liquid film 
was different from that of the circular wetted area. 

Figure 7 indicates the influence of the impinging velocity on 
the time history of both the height h and the radius r during the 
deformation. We found that the height was reduced along the 
same time history curve up to r = 1.0 in the present range of 
the Re number. Also, the height changed at the same rate in 
the range of t < 0.5 regardless of the Re number and the 
decreasing rate was almost the same as the impinging velocity. 
After that, the decreasing rate became lower, but the droplet 
height began to increase slightly a.tt= 1.0, 1.2 and 1.3 for Re 
= 1050, 1300, and 1500, respectively. This suggests that the 
height of the central region was lower than that of the peripheral 
zone (see Fig. 5(a) ) . As the We number is reduced, the effect 
of the surface tension became more remarkable. Specifically, 
the attainable radius was reduced and the time required to reach 
it decreased with a decrease in the We number. 

Next, we discuss an experimental case where a n-heptane 
droplet of 1.5 mm diameter impinged a stainless steel surface 
at an ambient temperature of 24°C. This corresponds to the 
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Fig. 7 Time liistory of numerical droplet lielglit h and radius r impinging 
on a flat plate for various Re numbers 

experiments performed by Chandra and Avedisian (1991). A 
sequence of photographs showing the deformation process of 
the droplet during and subsequent to the collision with the solid 
surface is reported in their paper. The first 2.6 ms of impact is 
shown, during which period the droplet assumed the shape of 
a flattened disc. They stated that the liquid continued to further 
spread after this time, reaching a maximum diameter of 6.04 
mm after approximately 20 ms of making contact with the 
surface. This was four times the initial droplet diameter. 

The ratio of the maximum radius of the n-heptane film is 
significantly larger than that of the water film shown in the 
present investigation. Then, in order to examine the spreading 
process of the n-heptane film, the calculation had been made 
on Chandra and Avedisian's experimental conditions that We 
= 43. Re = 2300 and the impinging velocity Sb = 0.93 m/s. 
Figure 8 indicates the comparison between experimental and 
calculated results. Here, solid circles denote the experimental 
data and solid lines denote the calculations. Also, d denotes the 
diameter of the circular wetted area according to Chandra and 
Avedisian (1991). The calculations were made both accounting 
for and neglecting surface tension. Comparing the predicted 
values with the experimental data given by Chandra and Avedi
sian, the numerical results obtained by neglecting surface ten
sion obviously gave better agreement with the measurements 
for the time variations of the height and diameter of liquid film 
during the deformation. In their experiment, the n-heptane film 
continued to spread monotonically until it reached a maximum 
and the recoiling process was not observed. Therefore, we be
lieve that the surface tension effect is very small not only during 
the early stage of impact but also subsequently, at least at the 
surface temperature of 24°C. In reality, the advancing liquid-
soUd contact angle at the contact line was measured to be 32 
deg at 24°C. Although the pictures in Fig. 6 show an evolution 
of the droplet very similar to that observed in Chandra and 
Avedisian's pictures for the case where a n-heptane droplet 
impinged on a steel plate at room temperature, the contact angle 
at the contact line of the former case was observed to be rela-

5.0 
zero surface tension 

surface tension 

o Ctiandra and Avedisian 

surface tension , 
^^^ zerojurface tension-

time 

Fig. 8 Comparison between numerical and experimental results with 
Re = 2300 and We = 43. Note that solid circles give deformation process 
of n-heptane droplet observed by Chandra and Avedisian. 

Fig. 9 A sequence of calculated surface configurations and velocity 
vector fields showing the impact of a droplet of n-heptane on a stainless 
steel surface 

tively large in comparison to that of the latter case. At any rate, 
the n-heptane liquid seems to easily wet a stainless steel surface 
at the ambient temperature. 

Figure 9 is a sequence of calculated surface configurations, 
including the velocity vector field, during the impact of a droplet 
of n-heptane on a stainless steel surface at 24°C. Although the 
calculation was made neglecting the surface tension effect, the 
surface configurations in this figure are very similar to those 
observed in the photographs of Chandra and Avedisian (1991). 
The value of the time I shown in each figure corresponds to 
that of 7 at which each picture was taken. 

Akao et al. (1980) have showed that the spreading of the 
drop over the surface is basically independent of thermal effects 
since the maximum diameter correlates well with the initial 
kinetic energy of the falling droplet. They proposed an empirical 
formula capable of predicting the value of the maximum dimen-
sionless diameter for a case where a liquid droplet of 0.2 to 0.3 
cm impinges on a copper surface heated to 400°C. According 
to the formula, the value of the maximum dimensionless diame
ter must be 2.65 for the case where a value of 4.0 or more was 
given in the work by Chandra and Avedisian. Again, the value 
should be 3.0 for a case where the result shown in Fig. 4(a) 
is approximately 2.6 in the present calculation. In short, the 
experimental results of d given by Chandra and Avedisian are 
too large on the basis of this formula and the present results 
too small by 13 percent or so. 

In summary, the deformation process of a liquid droplet on 
a solid surface is considered to depend not only upon the Weber 
and the Reynolds numbers, but also upon other parameters such 
as the initial kinetic energy of a droplet, the interaction of the 
physical properties of a liquid with those of a solid surface and 
the affinity at the solid/liquid interface. 

6 Conclusions 
The collision dynamics of a water droplet impinging on a 

rigid surface at room temperature have been described from 
numerical and experimental points of view. Emphasis is 
placed upon the analysis of the whole deformation process 
of a liquid droplet after collision with the surface. The effects 
of viscous stresses and surface tension have been taken into 
consideration and a numerical model capable of predicting 
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the deformation process has been developed. The results ob
tained by the model have been compared with experimental 
data. First, the impingement of a water droplet on an Inconel 
625 alloy surface at room temperature was considered. It was 
found that the water film formed by a droplet impinging on 
the surface began to recoil from the peripheral region towards 
the center after the radius reached a maximum. It was found 
that the calculated deformation process of the droplet is in 
agreement with the experimental results in the early period 
of impact, but that a significant difference between the calcu
lated and experimental results appears in the subsequent de
formation process. This is attributed to the no-slip condition 
adopted at the liquid/solid interface. The impingement of a 
n-heptane droplet on a stainless-steel surface at room temper
ature has also been studied by other researchers. These inves
tigations confirm experimentally that the n-heptane film 
formed by impingement continues to spread monotonically 
up to the attainable radius with no recoiling process. Calcula
tions were made here for two cases where the surface tension 
effect is accounted for and neglected. The numerical results 
obtained by neglecting the surface tension effect were found 
to give fairly good agreement with the experimental data and 
the surface configurations were found to be very similar to 
photographs obtained during the deformation at each time 
step. 

From various points of view, it may be concluded that the 
deformation process of a liquid droplet on a solid surface 
cannot be determined using only the Weber and Reynolds 
numbers, but that other parameters have to be considered. 
The problem concerning such parameters will be treated in 
the near future. The present investigation contributes to the 
physical understanding of the coUision dynamics of a liquid 
droplet impinging on a solid surface as well as the dynamics 
of free surface bodies. 
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Effect of Reynolds Number on 
Isotropic Turbulent Dispersion 
The influence of the spatio-temporal structure of isotropic turbulence on the disper
sion of fluid and particles with inertia is investigated. The spatial structure is repre
sented by an extended von Kdrmdn energy spectrum model which includes an inertial 
sub-range and allows evaluation of the effect of the turbulence Reynolds number, 
Rcv Dispersion of fluid is analyzed using four different models for the Eulerian 
temporal auto-correlation function D(T). The fluid diffusivity, normalized by the 
integral length scale Lu and the root-mean-square turbulent velocity Uo, depends on 
Rev The parameter c^ = ToUo/Ln, in which To is the Eulerian integral time scale, 
has commonly been assumed to be constant. It is shown that c^ strongly affects the 
value of the fluid diffusivity. The dispersion of a particle with finite inertia and finite 
settling velocity is analyzed for a large range of particle inertia and settling velocity. 
Particle turbulence intensity and diffusivity are influenced strongly by turbulence 
structure. 

Introduction 

Background. The principal difficulty in predicting the dis
persion of a fluid element or a particle by turbulence is the 
essential nonlinearity (Lumley, 1957), wherein the statistics 
of the fluid turbulence must be specified along the unknown 
trajectory of the fluid particles. Theoretical treatments of the 
subject can be found, among others, in the works of Taylor 
(1922), Tchen (1947), Corrsin (1959), Yudine (1959), Csa-
nady (1963), Chao (1964), Kraichnan (1970), Phythian 
(1975), Lundgren and Pointin (1976), Reeks (1977), Pismen 
and Nir (1978), Nir and Pismen (1979), Wang and Stock (1988 
and 1993), and Mei et al. (1991). Most analyses of particle 
dispersion focus on the effects of the particle inertia and the 
settling velocity in a specific model of turbulence. Dispersion 
of fluid is characterized by the mean square displacement tensor 

Yij{r) = {y,{t)y,{t + T)), ( l a ) 

where ( ) stands for an ensemble average, and yiit) denotes 
the (th component of the fluid displacement. YIJ(T) is related 
to the Lagrangian correlation tensor along the fluid trajectory, 

Ru,ujir) = {Ui{t)ujit + T ) ) . {\b) 

Y,{T) = 2 f f i?J,„//" - t')dt"dt' (Ic) 
Jo Jo 

where M , ( 0 is the ith component of the turbulent velocity on 
the fluid trajectory. 

Reeks (1977) and Pismen and Nir (1978) have shown for a 
particle with settling velocity VT in an isotropic turbulence that 
the fluid velocity correlation tensor, /?̂ .„ ( T ) , evaluated on the 
particle trajectory can be expressed, using the independence 
approximation (Corrsin, 1959), in terms of the turbulence en
ergy spectrum tensor $,j(k, r ) as 

R'.-„W l-.'°'{ Mo 
,(E, r) 

X exp[ - ^k„k„Y„n(r)]d'k, (2a) 
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R'U„,.AT) = 0, for a * 7, (2b) 

(no summation over the repeated Greek indices). Here, k and 
T are scaled by a typical wave number ko and l/(koUo), and 
^Z„u„ and Fa„ are scaled by MQ and 1/kl. The dimensionless 
mean square displacement is 

YUT) = 2 r (r 
Jo 

r')^S„ (t')dt'. (3) 

Averaging over a = 1 to 3 and denoting Y for y„„ for fluid 
dispersion, Eq. (2a) gives 

RUT) - lm,4T) = ID(T) f E(k) exp[-iA:^F(r)] dk. 
Jo 

(4) 

In the above, $„„(k, T ) has been assumed to be separable in k 
and T, E(k) is the energy spectrum, and D(T) is the Eulerian 
auto-correlation that accounts for the eddy self-decay. 

Most theoretical investigations of dispersion have adopted 
Kraichnan's (1970) model 

E(k) = E,(k) = ul 
32 

(27r) " H o 
-eM-2k'lki). (5) 

It lacks the k~^'^ power law that is characteristic of the inertial 
subrange of high Re^ turbulence. The Kolmogorov length scale 
implied by Ei(k) is ?? ~ fco' ~ Lu which is realistic only if 
Re^ is very low. At high Re,^, the longitudinal Eulerian correla-
tion/( f) is often approximated by / ( r) = exp( —\r\ILu). How
ever, it cannot represent finite Re^ because of the discontinuous 
first derivative at r = 0. The corresponding E(k) is (Hinze, 
1975, p. 245) 

IT [1 -h (kLu)^y 
(6) 

which is correct only for k/ko < 1. It contains neither fc^'" law 
of the inertial subrange nor the viscous dissipation range. Thus 
Eji(k) will not be used. 

For low Rex turbulence, the Eulerian auto-correlation D(T) 
is typically represented by a Gaussian function 

D(T) = D:(T) = exp( -ia;?r^) (7) 

where Wo is related to the integral time scale To (in a frame 
moving with the mean flow) by COQ = V7r/2/7'o. However, A ( T ) 
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only describes the behavior of D ( T ) correctly near r = 0 if 
Re^ is not low. For high Re^ turbulence, an exponential form 

D„(T) = e x p ( - | T | / r o ) . (8) 

was often adopted (e.g., Wang and Stock, 1988 and 1993) 
to study fluid dispersion in isotropic turbulence. However, the 
infinite curvature of Dn(T) at T = 0 implies more energy in 
the high frequency range than there should be. 

Energy Spectrum and Eddy Self-Decay Functions 
Wavenumber Spectra. This study focuses on the effects of 

the structure of the space-time correlation function on the dis
persion of fluid and particles with finite settling velocity and 
inertia in isotropic turbulence. For assumed E(k) and D(T), 
^S,« ( T ) is obtained via numerical integration of (2). The fol
lowing energy spectrum will be used. 

1 3 k'* 

2 ° kill + {k/koyv 
;exp(-77?A:^). (9) 

The parameter rjo = r?ô o is related to Rex. Emik) describes the 
large scale behavior correctly at k/ko < 1 because Eui(k) «: k^. 
For f/o ^ 1 it has an inertial subrange for 1 < ^ < f/o'. The 
Gaussian cut-off term in Em models the high wavenumber vis
cous dissipation; so Em is referred to as the viscous von Karman 
model. Although an exponential cut-off for E(k) in the viscous 
dissipation range has been observed at finite Re^ (Combte-
Bellot and Corrsin, 1971; Yeung and Pope, 1989; Domaradzki, 
1992, and Wang and Maxey, 1993), the Gaussian decay is 
adopted because it allows for a direct comparison of the disper
sion result with those based Kraichnan's model. Using 
O.Suo/Lu for the dissipation rate 'e (Batchelor, 1953) and the 
relationship between e and the Taylor micro-length scale, we 
obtain Re^ ~ 5.237f7d^" -1-5.151 for ^o ^ 1 (Mei and Adrian, 
1994). For lower Re^, tL^lul increases with decreasing Re^ 
for Re^ < 100 (Sreenivasan, 1984). Assuming ? = O.SMO/Z-H 
as an extrapolation, a relationship between Re^ and 770 can be 
obtained by numerical integration. Some typical values of Rcj, 
{fjo) can be found in Table 1 for finite rjo. The coefficient a in 
£111 is determined as 

a \VQ) 
Jo (1 + 

•exp(-rjlk'')dk. (10) 
0̂ (1 + P)"" 

Asymptotic properties for the integral, micro-, and Kolmogorov 

length scales, and the turbulence Reynolds number Re^ defined 
by Emik) for 770 "̂  1 can be found in Mei (1990). 

Consistent with the construction of Emik), the following 
form of the eddy self-decay function will be used 

Ai i ( r ) = 
1 

2[1 - e r f ( r 7 , / r ) ] 

+ e^ 

l + e r f ( ^ - ^ 
2r?, T 

1 e r f | - ^ + ^ 
.277, T 

(11) 

(See Mei, 1990.) It recovers A ( r ) for 771/7 > 1 and Dnir) 
for77i / r« 1. 

Another model of the wavenumber-frequency energy spec
trum has been proposed by Hunt et al. (1987) based on the 
direct numerical simulation (DNS) of forced turbulence at Re^ 
~ 48 and the random sweeping hypothesis. 

[V27r (akuo)] e(k, uj) = E{k) expl -
2(akuo)' 

(12) 
where a « 0.51 for kLn =s 10, and a « 0.4 for fcZ.„ == 15. The 
eddy self-decay function Dxy{k, T ) can be obtained by Fourier 
transforming (12), 

e{k, T) = E{k) exp[-|r'(aA:Mo)'] = E{k) Av(A:, r ) . (13) 

Hunt et al. (1987) have suggested extrapolating this k - UJ 
energy spectrum to high Re^. 

Time Scales. The relationship between To and Ln is not 
known in general but on dimensional grounds it is taken to have 
the form 

LulUn (14) 

where c'^ is an unknown coefficient. The value c^ = 0.5 was 
set in Kraichnan (1970). Reeks (1977) treated c'̂  as a parame
ter. Hunt's model gives c'̂  = 1.043 for a = 0.51. There seems 
to exist a large range of possible values for c'̂  (Wang and 
Stock, 1993). It is likely a function of Re^ and may also depend 
on the specific type of the turbulent flow. By analogy, we also 
assume that 770 and 771 are related by 

Nomenclature 

D{T) = Eulerian auto-correlation 
function 

Df = fluid turbulent diffusivity 
Dij = particle turbulent diffusivity 

tensor 
E{k) = energy spectrum in the 

wavenumber space 
/ ( r ) = longitudinal Eulerian corre

lation function 
k = wavenumber vector 

Li 1 = integral length scale of the 
turbulence 

Re^ = turbulence Reynolds num
ber 

RUIUJ(T) = fluid Lagrangian correlation 
function tensor 

/?S,«j(''") = fluid Lagrangian correlation 
tensor on particle trajectory 

RuuiT) = fluid Lagrangian correlation 
in isotropic turbulence 

û„u„ = particle velocity correlation 

Sn^u^ii^j) = power spectrum of the 
fluid velocity on parti
cle trajectory 

S«„vS^) - power spectrum of the 
particle velocity 

To = Eulerian integral time 
scale of turbulence 

T^ = Lagrangian integral 
time scale of turbu
lence 

M, = i'th component of the 
fluid turbulence 

Mo = rms turbulent velocity 
(iif) and (DI) = particle turbulence in

tensity 
Vr = particle settling veloc

ity 
$(,(k, T ) = turbulence energy 

spectrum tensor 
>>/ ( 0 = ith component of the 

particle displacement 

^IA'T) — mean square displacement 
tensor 

a = coefficient associated with 
E{k) 

P = reciprocals of time constants 
F = dissipation rate of turbulence 

e{k, UJ) = wavenumber-frequency en
ergy spectrum 

T] = Kolmogorov length scale 
770 = a parameter characterizing the 

viscous dissipation in Em(k) 
771 = time-scale in the viscous dis

sipation range 
\ = particle settling rate = VV/MO 
T = time delay 
Lo — frequency 

Overhead 

_ = scaling using L„ and Uo 
= scaling using 1 /ko and HO 
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Fig. 1 Influence of % on the fluid diffusivities evaluated using models 
D I ( T ) , DI I (T) and DIII(T) with c^ = 0.5 

Vi = cfrjo/Mo- (15) 

As shown in Mei (1990), cf ~ c'̂  for Dmir) to be consistent 
with Eiii(k) at low Rex. For finite 7]i/T or fjo, cf/c'^ may be 
different from unity. As an extrapolation, we set 

Cl (16) 

The uncertainty in TJJ is thus combined with that in c'^. 
The effect of c'̂  on fluid dispersion will first be studied para-

metrically. An approximate expression for c'̂  as a function of 
Rex will then be obtained using Emik) and £'III(T) by matching 
the predicted fluid diffusivity with: i) accurate experimental 
measurements in a grid turbulence by Sato and Yamamoto 
(hereinafter referred as SY, 1987) at low Rex; and ii) the pre
dicted fluid diffusivity at high Rcx using the renormalization 
group (RNG) analysis by Yakhot and Orszag (hereinafter re
ferred as YO, 1986) or the experimentally determined turbulent 
diffusivity at high Rex. This more specific relation for c^ is 
then used to investigate the effect of the turbulence structure 
on particles dispersion. 

Analysis of Fluid Dispersion 

Formulation for the Dispersioa of Fluid Elements. From 
Eq. (2a), one can easily obtain, for the dispersion of fluid. 

RL(r) = 
a(Vo)D(T) 

lv/s=Ml/2, 

RL(T) 

a{[T}l +-^Y(r)] 

a(Vo) 

if D(T) * A v ( r ) , (17a) 

a{[rll + -2Y(T) + '^(aTrr"] 

if D(T) = A V ( T ) , (I7b) 

where A V ( T ) is defined by Eq. (13). Equations (3) and (17) 
can be solved iteratively. After the solutions converge, the di
mensional diffusivity is obtained as 

Df = Uo/koDr = Uo/ki 
0 

(T ) dr. (18) 

In Mei et al. (1991), Uoiko = UQLU/^ITT was used to scale the 
diffusivities when Ei(k) was used. For Eni(k), we should use 
Lu rather than ^o to characterize the dispersion, because it is a 
more commonly used characteristic of the large scale turbu
lence. The dimensionless diffusivity is thus 

Df = Dfn-nliuoLu) = Dfi2n/Lu (19a) 

where the overbar denotes the quantity scaled using l/ko, and 

the carat denotes scaling with Lu- The corresponding dimen
sionless time f is 

f = TMOVZTT/LH = T^I-KILH {\9b) 

Results and Discussion of Fluid Dispersion 
Dependence of Fluid Diffusivity On Turbulence Structure. 

Figure 1 shows bf as a function of r?o using J3i ( r ) , Dn ( r ) , and 
Di[i(r) with c^ = 0.5. The corresponding Rcx ranges from 23.54 
(770 = 4.5) to 528.8 (770 = 0.001). For i)a ^ 2, the result based 
on Dm (r ) is very close to that based on Z), ( r ) , both approaching 
0.913 which can be obtained from the analysis of Lundgren and 
Pointin (1976). The result of Reeks (1977), Df = 0.893, is 
also shown for comparison. The result based on Dmir) ap
proaches that based on Dii(f) as rjo -» 0. Such behavior of Df 
is expected since D[|](r) approaches D[(f) and Dn(T) in the 
respective limits of 570- For the selected value of c^ = 0.5, Df 
changes from 0.664 at 770 = 0.001 to 0.911 at 770 = 4.5, about 
a 37 percent variation. This relatively large difference in the 
diffusivity, which is already scaled by Ln, is due to the change 
in Rex influencing the shape of E(k). It is generally accepted 
that the turbulent dispersion is controlled by the large scale 
motion and that the small scale motion contributes little to the 
diffusivity. Present results suggest that while the fluid diffusivity 
is indeed mainly characterized by MQ and Lu, it is also influenced 
by the shape of E(k), i.e., the energy distribution among various 
scales. The increase in Z5/with decreasing Rex is due to the fact 
that there is more energy associated with the large-scale motion 
at small Rex than at large Rcx. 

The normalized fluid Lagrangian correlation increases with 
decreasing Rcx as shown in Fig. 2 for Rmif) at Rcx = 23.55, 
40.56, 124.4 and 528.8. The correlation exhibits quite different 
behavior near f = 0 for low and high values of Rcx. For Rex 
= 23.55, it overall resembles a Gaussian function. For Rex = 
528.8, it has a vanishingly small radius of curvature at f = 0 
and can be represented by an exponential function. 

The results discussed above are for c^ = 0.5. However, its 
exact value and its dependence on 770 or Rcx are not generally 
known. To examine its effect on dispersion, Df is shown in Fig. 
3(a) as a function of 770 for c^ varying from 0.3 to 3.0 with an 
interval of 0.1. Df increases with c'^ because Df is scaled by 
Ln. For a fixed Lu, a large c^ implies a slower decay of eddy 
structure resulting in an increase in the diffusivity. However, 
this trend does not go on indefinitely. For very large c^, Df 
starts leveling off as shown in Fig. 3{b) for Rex = 528.8. In 
general, c^ is order-one valued, and its value is impossible to 
determine within the framework of dispersion analysis. It is 
clear that c*̂  is critical to the determination of fluid diffusivity. 

Dispersion of Fluid According to the Energy Spectrum of 
Hunt et al. Consider the fluid dispersion modeled from the k 
- Lo energy spectrum of Hunt et al. (1987), equation (12). 

Since / ^{k, r = 0)dk = ^MQ, we have 

Fig. 2 Lagrangian fluid velocity correlation function at various Rex 
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Fig. 3 influence of c^ on the fluid diffusivity. (a) % ranging from 0.001 
to 4.0 for c^ from 0.3 to 3.0; (b) Rex = 528.8, c^ from 0 to 10. 

11 t{k, T)dkdT = JUQTQ, (20) 

which results in 

UQ JO 
Q)dk 

Mo Jo 
Eik)/ 

[ ^ (akuo)] dk = | ( 2 /7 r ) ' " — ~ 1.043 - l i . (21) 
auo Mo 

In Eq. (21), a ~ 0.51 (which is applicable only for small k) 
is used for the entire range of k for simplicity. Using E{k) = 
Em{k) with Tj^ = 0.0655 (Re^ ~ 48) and D„{T), we obtain Df 
!=a 1.466. For the same value of rja and c'^ « 1.043, the model 
based on £ni and Dm gives Df ^ 1.067 which is 27% lower 
than the prediction using Div ( f ) . Unfortunately, the Lagrangian 

1o 

Fig. 4 Comparison of the fluid diffusivltles evaluated using D I ( T ) , D I I (T ) , 
DIII(T) and OIV(T) (Hunt's model) with c^ = 1.043 
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Fig. 5 Fluid diffusivity as a function of Re^ 

information is not available in Hunt et al. (1987), and definitive 
assessments of either model cannot be made. 

Hunt et al. (1987) suggested that this low Re^ result with c'^ 
^ 1.043 may be extrapolated to higher Re^. In Fig. 4, the 
dimensionless diffusivity Df is shown as a function of fjo based 
onE{k) = Exiiik) and four different models for the self-decay 
function, A ( r ) , D„(r) , Ai i ( r ) , and DIV(T) with c'^ « 1.043. 
It is noted that the first three models for 0 ( T ) give a consistent 
trend for Dfirjo) as ^o varies from 0.001 to 4 while Z)|V(T) 
based on the random sweeping hypothesis gives an opposite 
trend. The same behavior is observed at c"^ = 0.5 and a = I. 
As Rcx increases, the model of Hunt et al. suggests that the 
dimensionless diffusivity increases, rather than decreases, con
tradictory to intuition. The reason for this trend lies in the decay 
behavior of cik, T) (Mei and Adrian, 1994) and fixed value of 
c'̂  as Rcx varies. 

Approximate Variation of C'^ With Rcx Using SY's 
Data and RNG Prediction 

In SY (1987), accurate measurements of ^ L ( T ) in a grid 
turbulence were obtained for Re^ ~ 25 to 66. The ratio of the 
Lagrangian integral length scale, UQT'', to the Eulerian integral 
length scale Ln was given at various Re^. It can be readily 
shown that the fluid diffusivity is given by 

Dfi'no, c") = ^ UoT'-ZLu. (22) 

The integral time scale data of SY (1987) has been used to 
obtain the diffusivity plotted in Fig. 5 (solid symbols). Unfortu
nately, To was not given, which precludes a direct determination 
of c'' as a function of Re^ from this measurement. 

YO (1986) derived the diffusivity of a passive scalar in 
isotropic turbulence at high Re^ using RNG analysis. The diffu
sivity Df is found to be 1.3929 times of fluid turbulent viscosity; 
the inverse of 1.3929 is close to the measured turbulent Prandtl 
number in the boundary layer flows at high Re^ (Kays and 
Crawford, 1980, p. 226-227). For high Re,,, it can be shown 
for the RNG result, based on the present definition for Df given 
by Eq. (22), that 

Dfirio ^ 0, c'̂ ) ~ 0.822 as Rcx (23) 

This asymptotic limit seems to join the experimental data of 
SY well. The following curve fit to these two results, 

z5^(ReO ~ 0.822[1 + exp(-0.000368Re^)], (24) 

is plotted in Fig. 5. Two sets of data for Df from the DNS 
studies of Yeung and Pope (1987, 1989) are also shown. They 
differ significantly from the experimental data and do not ap
proach the asymptotic value at high Rcx. Thus, the results for 
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Fig. 6(b) 

Fig. 6 Fluid Lagrangian correlation function, (a) for various Rê ;̂ (b) 
comparison with ttie data of Sato and Yamamoto (1987) at Rox = 46. 

particle diffusivity, as well as other large scale Eulerian statistics 
such as Ta and Lu obtained from DNS using artificial forcing 
on the large scale cannot be used. Based on the relation between 
5 /and (770, c^) from Emik) and AI ICT) given in Fig. 3a, and 
the approximate relation between Re^ and 570, the following 
interpolation is obtained by fitting the data of SY and the RNG 
prediction of YO (or measured turbulent Prandtl number), 

c"^ ~ 0.73 + 17.875 exp(-0.0665Rex). (25) 

It is interesting to note that c'̂  ~ 0.73 at high Rex given by 
(25) is quite close to the value c'^ ~ 0,8 used by Fung et al. 
(1992). The present result is based on the models of Emik) 
and DIII (T) and the scalar diffusivity at high Re^; their result 
is based on the random sweeping hypothesis and the measured 
Eulerian frequency spectrum. 

For lower Rex, c^ given by (25) appears to be too large to 
be realistic. The reason is that the inviscid approximation for 
the dissipation rate, e = O.Sul/Ln, is no longer accurate at 
lower Rex. In the analysis of particle dispersion, Table 1 relating 
c^ and 770 is used. For rjo a 0.3, c^ ~ 3 is set. Since c'̂  ~ 3 
may be a little too large, the results should be interpreted as 
for the frozen turbulence limit, rather than a realistic low Rcx 
turbulence. The above relation at large Rex should be more 
accurate. 

Figure 6(a) shows i?i,„.(T/7"-) for Rcx = 40.56, 53.84, 
84.75,124.4, and 528.8. The Lagrangian correlation is not simi
lar for different values of Rex (from 41 to 529) when the details 
of /f^.„.(r/r'') are examined. Figure 6(b) compares the pre

dicted Lagrangian correlation with that measured experimen
tally at Rex = 46. The prediction for RU,UJ(T/T'') is quite close 
to the measured values, especially for T/T^ < 0.2. Based on 
limited comparisons, the present model for turbulence structure 
described by Eui(k) and DJU(T) with proper value of c^ given 
in Table 1 can give quite reliable prediction for R'^.uirIT'-). 

Dispersion of Particles With Finite Inertia and Settling 
Velocity 

In unsteady, nonuniform flow a variety of forces are acting 
on particles. Since the main goal of this work is to evaluate the 
influence of spectral structure on particle dispersion, the particle 
dynamics will be assumed to have a simplified form by retaining 
only the quasi-steady drag and the body force. Constant inertial 
parameters will be used in the equation governing the fluctuat
ing particle velocity while the anisotropy in the time constants 
that is caused by the drag non-linearity and finite settling (Mei 
et al., 1993) will be incorporated in the present formulation 
since it causes little complication. The dynamic equation gov
erning the fluctuating particle motion may be written as (see 
Meiet al., 1993) 

—- = /?„(«„ 
at 

v j , a = 1, 2, 3 (26) 

The parameters /?„ are determined from the quasi-steady drag. 
The assumption of constant values for each /3„ is consistent 
with Stokesian drag or a non-Stokesian drag law linearized 
about a mean slip velocity. 

Applying Fourier transformation to (26) and taking ensemble 
average, one obtains the power spectrum of the particle velocity 

S„„„.(w) = 5J„„„(w)/[l + (w/^J^] (27) 

in terms of 5'i;̂ „_ (̂a;), the power spectrum of the fluid velocity 
on the particle trajectory. The ratio of VV to the root mean square 
value of the turbulence fluctuations, «o. 

X. = Vjluo (28a) 

is an important parameter appearing in Eq. (2a) . Similar to 
(19i ) , we define 

$„ = PMJiuo^)- (28b) 

There are several different regions in the (/3, \) parameter 
space, in which asymptotic results for particle dispersion can 
be obtained (Mei, 1990). They are: i) \ > 1; ii) /? > 1 and X 
< I; in) P <S 1 and \ < I. The fourth region with order-one 
values of 0 and k must be dealt with numerically. 

Formulation for Particle Dispersion With Arbitrary Settling 
Rate. Following the analysis in Mei et al. (1991), a closed 
system of equations for F„„, Ru^u^ and J?„„„̂ , and 5„̂„_̂  and 
S^^u^ can be obtained. It consists of (2) , (3) , (27) and pertinent 
Fourier transformations. The system is solved numerically. The 
numerical integration in the wavenumber space is computation
ally intensive for X. > 0. An efficient approach is described in 
Mei (1990). The appropriate dimensionless particle diffusivity 
Daa is defined following (19a). 

Results and Discussion of Particle Dispersion 
Since the main focus is to examine the effect of Reynolds-

number-dependent turbulence structure on the dispersion, we 

Table 1 Relation between Rex, c^ and % 

'70 
Re» 
c'' 

0.001 
528.8 

0.73 

0.01 
124.4 

0.73 

0.02 
84.75 
0.79 

0.03 
68.67 
0.92 

0.04 
59.68 

1.07 

0.05 
53.84 

1.23 

0.08 
44.15 

1.68 

0.1 
40.56 

1.93 

0.2 
32.54 

2.78 

0.3 
29.48 

3.0 

0.5 
26.83 

3.0 

1.0 
24.76 

3.0 
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Fig. 7(c) Effect of c^ on Dzz/Of and <vi>/Uo for low RBX turbulence, Rex 
= 24.76. Solid line, DalD,; dash lines (i^)/Upo; solid symbol: (^, X) == 
(0.1, 0); open symbol: (/3, X) = (1, 0). 

shall compare the results at fixed (/5, X.) with varying Re^. For 
simplicity, discussions are limited to /?i = (5^ = $. 

Dependence of Particle Diffusivity. Figures 7 («-/>) show 
the dependence of DaJD/ on Re^ for a = 1 and 2 and various 
values of inertia 0 and settling rate \. Df is recomputed using 
c* given by Table 1. The selected parameters are representative 
of typical regions in the (/f, X) space. The maximum diffusivity 
ratio of the particle to fluid is simply TQ/T'- which is attained 
in the limit as 0̂ -> 0 at \ = 0 (Reeks, 1977; Mei, 1990; Wang 
and Stock, 1993; Mei and Adrian, 1994). The diffusivity ratios 
i3„/D/and D22/O/depend weakly on Re^ for small X. and 0 ~ 
0 ( 1 ) or larger, although Df itself is strongly influenced by Re^ 
as seen from Fig. 8. For (0, X) = (0.1,0), particle diffusivity is 
significantly larger than the fluid diffusivity at low Re^ because a 
large c'^ is used which implies a slower eddy self-decay. A 
parametric study performed by varying c^ for a given 0 at Rê ^ 
= 24.76, (0, X) = (0.1, 0) and (1 , 0) , indicates that at low 
Rcx the diffusivity ratio as well as the particle turbulence inten
sity ratio are not sensitive to the actual value of c'^ for c'^ > I, 

(0 > 0.1 as shown in Fig. 7(c) . Thus for low Rcx, the present 
model predicts Di2lDf and the intensity ratio quite well, even 
without adequate knowledge of c''. It is interesting to note that 
D^JDf = 1.70 and 2.97 in the low Re^ limit for (/3, X) = (0.1, 
0) and (0.01, 0) , respectively. These values may be considered 
high. In fact, the diffusivity ratio at /? = 0.0001 is still 6 percent 
lower than the asymptotic limit TalT^ = 2.215 at Re^ = 528.8. 
If c" = 0.5 is used for Re,, = 528.8, one obtains D22{0 = 0 ) / 
Df = 1.887, which is still higher than D22(/9 = Q)IDf = 1.373 
using c'^ = 0.5 in a low Rcx model Ei(k) and Di{t). The differ
ence in the diffusivity ratio is mainly caused by the difference 
in the spatio-temporal structure. 

The effect of crossing trajectories at large settling velocity 
(represented by X = 3 in Figs. l{a)~{b) is known to reduce 
the diffusivity. It is more pronounced at low Re)̂  because the 
turbulence at high Rcx evolves more rapidly in time, offsetting 
the effect of crossing trajectories. Figure 8 compares the numeri
cally obtained diffusivity with the asymptotic values for (j3, X) 
= (0.1, 5) . The asymptotic prediction for D22 = -Jn/l/X is 
quite accurate for X = 5. As Re^ increases the eddy self-decay 
becomes important at large but finite X so that the actual diffu
sivity is less than the asymptotic value for Dn = \2n/\. The 
fluid continuity effect on particle diffusivity is also evident at 
large X. The ratio I^nlD22 is around 2 at low Rcx. At large Re;̂ , 
Du is only slightly larger than the asymptotic value of ^22 for 
the same {0, X). Thus the effect of fluid continuity in further 
reducing the lateral component D22 is not as obvious in high 
Rex as in low Rcx for a given large but finite settling rate. 

Dependence of Particle Turbulence Intensity. Figure 9 
shows the dependence of the particle turbulence intensity 
{v\)lul on Rcx at X = 0 and 0 = 0.1, 1, 5 and 20 for c'^ given 
by Table 1. The dependence of {̂ 2) on turbulence structure is 
clear. For large 0, {v\)lulis. expected to approach one. How
ever, at /3 = 20, {vl)lul = 0.9979 and 0.9032, respectively, for 
Re^ = 23.55 and 528.8; the asymptotic behavior is not the same 
in low and high Re^ turbulence. The difference in {v\)lul re-
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0.6-
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0.2-

nn-

^ ~ - ^ z ; ~ — ~ - — 20 
^ — 
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" \ . _ _ 
• 1 

X 

~ ' ~ ^ ~ - _ P =".1 

10' lO' "> Rtx 

Fig. 9 Influence of Rex on particle intensity vf/uS at zero settling for 
fi = 0.1,1,5, and 20 
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Fig. 10 Comparison of the asymptotic values of particle intensity 
i^/Uo at large settling and large inertia with the numerical solution at (/3, 
A.) = (0.1, 5) 

fleets the influence of Rex on Ruu(f) especially near f = 0 as 
shown in Fig. 2. Near f = 0, R^„,.if, Re^ = 23.55) ~ 1 - q2f^ 
+ 0{f'*). For Rex = 528.8, R'UU(T) may be approximated as 
exp i-r/T^) for 0 < 100 and most of T/T^. The asymptotic 
behavior for the intensity (Mei et al., 1993) is thus quite differ
ent, 

I (vl)/ul ~ 0 exp(0f)RL(T)df 

1 - 0( /3" ' ) for large Rex 

1 - 2^2//5^ for low Rex. 
(29) 

Figure 10 shows the particle turbulence intensities for 0 <̂  
1 and \ ^ 1. At (0, \) = (0.1, 5) , {vl)lul is close to the 
asymptotic value v27r/( \a) at low Rcx, while the longitudinal 
intensity depends more strongly on Rcx than the lateral compo
nent, a similar trend observed for the particle diffusivities D^a 
under the same condition. The effect of fluid continuity on the 
particle turbulence intensities is obvious. For {$, \) = (0.1, 5) 
at low Rex, {v\)l{vl) = 1.92 which is close to 2; but it is not 
so strong, {v\)l{vl) ~ 1.58, at high Re^. 

Validation of tlie Analysis Using Monte-Carlo Simula
tions 

The foregoing analyses rely on independence approximation 
being valid. Monte Carlo simulations of particle motions are 
performed in an isotropic, Gaussian pseudo-turbulence to exam
ine the validity of that approximation. Details of the simulations 
can be found in Mei (1990, 1994) except that the random 
wavenumber k and frequency uj are generated using an algebrai
cally probability density function (Wang, 1990). The simula
tion results are based on the ensemble average over 4,000-
10,000 particles. The rms statistical error €„ for {v\) is estimated 
using the following (Bendet and Piersol, 1986): e„ = 
{2<D?)r„/[AfpAr]} " ^ in which T„ is the integral time scale of 
Di, and AT is the duration of time averaging. Only the results 
at \ = 0 are presented; hence e„ is further reduced by a factor 
of Vs. Table 2 compares D„ and {v'])lul at (/3, X) = (2, 0) 

Table 2 Comparisons of D^ and (vD/ul between Monte-
Carlo simulation and analysis at ^ = 2, A, = 0 

Simulation Analysis 

Rex 

32.54 
40.56 
53.84 

124.4 
528.8 

A, 
1.6360 
1.4378 
1.1941 
0.9083 
0.8880 

(v^)/ul 

0.8289 
0.7844 
0.7413 
0.6234 
0.5895 

Dn 

1.5309 
1.3855 
1.1756 
0.8890 
0,8589 

{vl)/ul 

0.8093 
0.7751 
0.7224 
0.6207 
0.5876 

for Rcx ranging from 32.54 to 528.8 between the simulation 
and analysis. The rms statistical errors for (t; i )/MO are estimated 
to range from 0.3% to 0.5% for the simulation results in Table 
2. The prediction for {v])lul agrees well with the simulation 
results. The difference in Dn ranges from 2% to 6%. Although 
the simulation results are larger than analytical results, the inde
pendence approximation seems to give reliable results for the 
dispersion of particles. 

Conclusions 
The influence of turbulence structure on the dispersion of 

fluid and particles has been investigated. The fluid diffusivity, 
normalized by the integral length scale and the root-mean-
square turbulent velocity, depends on Rcx and strongly on the 
parameter c''' = TQUO/LH. The experimental data of Sato and 
Yamamoto (1987) and the prediction for the scalar diffusivity 
by Yakhot and Orszag (1986) based on RNG analysis are used 
to approximate the dependence of c^ on Rex. In the high Rcx 
limit, c'̂  = 0.73 is obtained. The prediction for R^„(t) at Rcx 
= 46 agrees very well with the experimental measurements of 
SY. In general, the diffusivity ratio of the particle to fluid de
pends on Rex, as well as on (0, X). For 0 -> 0, k = 0, Rcx -»• 
00, this diffusivity ratio can be as high as 2.22. At large \ , 
the crossing-trajectory effect significantly reduces the particle 
diffusivity for low Rex turbulence; the effect is not as strong at 
high Rex. The uncertainty in c^ as a function of Rcx at low Rcx 
does not affect the diffusivity ratio. Particle turbulence intensity 
depend strongly on RCx for X ~ 1 or less. It approaches one in 
the large 0 limit much faster for low Rcx than for higher Rcx 
due to the difference in the turbulence spatio-temporal structure. 
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Vorticity Transport Analysis of 
Turbulent Flows 
Turbulence closure for the Reynolds averaged Navier-Stokes equations based on 
vorticity transport theory is investigated. General expressions for the vorticity trans
port correlation terms in arbitrary two-dimensional mean flows are derived. Direct 
numerical simulation data for flow in a channel is used to evaluate the modeled terms 
and set unknown scales. Results are presented for a channel, flat plate boundary 
layer, and flow over a hill The computed mean flow and kinetic energy compares 
well with numerical and physical experiments. The vorticity transport model appears 
to perform better than conventional Boussinesq eddy viscosity Reynolds stress models 
near the separated flow region on the leeward side of the hill. 

Introduction 

Vorticity transport theory constitutes the principal alternative 
to eddy viscosity momentum transport models in effecting clo
sure of the Reynolds averaged Navier-Stokes equations (Spezi-
ale, 1991). As first derived by Taylor (1915, 1932) using La-
grangian variables, the vorticity flux is modeled by a gradient 
transport law. This later proved to be incapable of accommodat
ing the dominant role of vortex stretching in causing countergra-
dient transport adjacent to fixed boundaries (Taylor, 1935, 
1937). More recently, an alternative Lagrangian framework has 
been shown (Bernard, 1990a) to lead to a useful means of 
accommodating vortex stretching effects in a transport law. In 
test calculations for channel flow, the additional terms were 
found to be remarkably accurate in capturing the near wall 
behavior of all four non-zero fluxes. A detailed analysis of 
vorticity transport using fluid particle paths computed in a direct 
numerical simulation (DNS) of channel flow (Rovelstad, 1991) 
has further elucidated the physics behind the vorticity fluxes 
including the role of viscous effects close to the wall. 

An analysis of the Reynolds stress correlation comparable to 
that just cited for the vorticity flux must attempt to incorporate 
the effects of pressure and viscous forces on momentum trans
port. While such factors have been shown to be significant near 
walls (Bernard and Handler, 1990; Handler et al , 1992), unlike 
the case of vorticity transport they are not responsible for a 
countergradient flux near the boundary. Thus, for typical bound
ary layer flows the commonly assumed eddy viscosity gradient 
models cannot be a priori disqualified. This represents a clear 
advantage of momentum transport models in comparison to 
gradient vorticity transport models, but not necessarily for the 
more general vorticity flux model. It is also known that eddy 
viscosity models are inappropriate for such flows as a wall jet 
(Hinze, 1975) or channel flow with transpiration (Piomelli et 
al., 1989) as well as being inadequate in predicting complex 
fluid phenomena associated with separation, strong vortices, 
and curvature (Lakshminarayana, 1986). This represents an 
additional incentive to explore the properties of vorticity trans
port theory in predicting turbulent flows. 

The isotropy assumption inherent in the Boussinesq model 
for the Reynolds stress tensor is also partly to blame for its 
poor performance. While full Reynolds stress equation models 
avoid this assumption and preserve anisotropic effects, such 
higher order models have additional complex modeling require
ments besides needing a great investment in computational re
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March 11, 1994; revised manuscript received September 12, 1994. Associate 
Technical Editor: G. Karniadakis. 

sources. Algebraic Reynolds stress models, in the form of cor
rections to the basic Boussinesq assumption, have also been 
developed as a more economically viable means of retaining 
information about anisotropic conditions. A variety of flows 
have been calculated with these models, and the results are 
often better than those obtained with the standard k - e model. 
Many of the approximations used to obtain the algebraic rela
tions have been designed to predict only particular flows, though 
some recently developed models are more generic in nature, 
e.g., Speziale (1987), and may prove to be more generally 
applicable. Another intent of the present study is to show that the 
vorticity transport approach provides a natural way for modeling 
some significant anisotropic effects without recourse to either 
high order closures or the assumptions entailed in algebraic 
models. 

For the present work, the relative merits of the vorticity trans
port closure versus traditional gradient momentum models are 
explored within the context of the A: - e closure. As part of 
this, we develop a systematic means for determining time scales 
appearing in the closure and calibrate them for a series of canon
ical flows. After this development, the model can be consistently 
applied to a wide range of applications. Here we investigate its 
performance in the complex flow over a hill at high Reynolds 
number where significant flow separation takes place. Previous 
applications of the method to engineering flows by Bernard 
(1990b) and Raul and Bernard (1992) have been in the context 
of a vorticity covariance closure scheme which does not permit 
examination of the potential merits of the vorticity transport 
model in isolation from other effects. 

Vorticity Transport Model 
A natural starting point for the implementation of a vorticity 

transport closure is the Reynolds averaged Navier-Stokes equa
tions given by 

dt ' dxj 

dP d'-Vi 
(1) 

where Oi is the mean velocity, M, and cj, are the velocity and 
vorticity fluctuations, respectively, 'uiuTj is the vorticity flux ten
sor, P - pip + k, p is the mean pressure and k = ujll is 
the turbulent kinetic energy. In contrast to Reynolds stress 
closures based on the standard Boussinesq eddy viscosity 
model 

UiUj = - kbij V, 
dU, 

dXj dXj 
(2) 

where u, = CJc^le and C^ is a constant, we must consider 
models for the flux tensor UiUjj in order to close (1). 
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By previous analysis (Bernard, 1990a), the following ap
proximation to the vorticity flux at a point x at time t may tDe 
derived 

Jl~T 

-7—^ TT , 9U,i 

OXk 

it) M ^ w „ n 
dxk 

dsfli (3) 

where fi, = eytdUJdxj is the vorticity, the overbars refer to 
ensemble averages, and T > 0 is a time interval. The notation 
f(s) indicates a quantity /evaluated at the position occupied 
by a fluid particle at time s which is known to arrive at x at 
time t, so that the integrands in the time integrals are Lagrangian 
correlation functions. In the derivation of (3) it is assumed that 
T > T„, where r„,, a mixing time, is large enough so that the 
integrands are zero for r > T^. In this case the integrals are 
independent of r . For convenience, Lagrangian integral scales 
T and Q may be introduced to simplify (3) to the form 

UiUjj = -TuiUk —- + Qu, — i \ 
oXji OXk 

(4) 

where it must be recognized that T and Q harbor a dependence 
on the indices so that in the most general case one may identify 
nine T scales and 27 Q scales. Moreover, if such dependence 
on index is permitted, then the scales will clearly be coordinate 
system dependent. Thus, some care must be taken to insure that 
the scale values used in calculations transform properly under 
rotations of the coordinate system. 

In addition to the multiplicity of time scales, the implementa
tion of the vorticity transport model in (4) is made difficult by 
the presence of the Reynolds stresses and the velocity/velocity 
derivative correlations, liiujl where M̂ ,* = dujldx^. Hence, (4) 
needs to be considerably modified to be of practical use. In the 
case of the Reynolds stresses appearing in the gradient term it 
is not feasible to make the simplification 

-TuiUk —^ 
OXk dXi 

(5) 

such as is done with momentum transport modeling, since it 
was shown by Bernard (1990a) that the part of the gradient 
term in (4) associated with the shear stresses can be significant. 
To accommodate the shear terms, while making use of (5) for 
the normal terms, we introduce two T scales, one associated 
with each of these terms. Specifically, for the normal terms we 
take TiUiUj = TIU, for i_^ 1, 2, 3 where r , is a constant. This 
is equivalent to taking uj = Ik, i = 1, 2, 3 and Tx = |C^ri(fc/ 
vC,) which is essentially Jhe standard scaling of Lagrangian 
integral scales. Here, ^ = a;? is the enstrophy. In practice, since 
a fe - e model is used, t, is replaced with civ which is an exact 
relation for isotropic flows and a very good approximation for 
the present channel flow simulation as shown by Gorski et al. 
(1994). For the shear terms we use the expression TJiJi], i =t= 
j where T2 = TiiklvL) is the time scale for the shear terms 
and UiUj is computed from (2) . With the introduction of two T 
scales in this way, invariance under an arbitrary change of coor
dinates is maintained. Values for TI and T2 are determined by 
calibration of the model. 

Modeling the nongradient terms in (4) requires an expression 
for u,Uj_k and consideration of up to 27 different Q scales. Ber
nard (1990a) introduced an algebraic formalism which resulted 
in expressions for luiujl in terms of the Reynolds stresses, mean 
vorticity, and time scales. Ainane (1989) developed expressions 
for arbitrary three-dimensional mean fields containing all 9 T 
scales and 27 Q scales. These formulas are extremely compli
cated and there is little basis for setting the various Q scales. 
In the present work only two-dimensional mean flows are con
sidered, and in this case just four Q scales remain. 

In the following analysis, it is assumed that the flow is two-
dimensional so that Hi = 02 = 0 and Os = 0 . According to 
(4), the three helicity correlations, UjOJi, i = 1, 2, 3 are identi
cally zero in this case, a result which agrees with the DNS 
channel flow data. It can also be shown (Gorski, 1993) that the 
six correlations MT̂ M for which i =^ j =t= k are zero, implying 
that the fluxes u^ = ihuh = 0 for two-dimensional mean 
flows. 

The expressions for the four remaining vorticity fluxes given 
by (4) lead to a coupled system of equations for the unknowns 
MiM2,i, M3Mi,3, M3M2.3. and M2«i,2 whosc solution implies that 

ULOs = 
2D ox oy 

an, ^ — on 
rxv, Tiuv —-

ox oy 

WU)2 = e t / ^ 0 
2D \ dy dx 

Q,a 

(23 ( dw^ ^ dw"- ^ „ 2 
2D \ dx dy 

— Qt (dw^ „ dw'^ 2 

(6) 

(7) 

(8) 

an ^ _ an 
TiV, T2UV —-

ay ox 
(9) 

where D = 1 -I- 2324^ ^ and for convenience we have made 
the definitions g, = (2i33, Qi = 2233, 23 = 23i3, and Qi = 
2323- It is interesting to note that these relations for two-dimen
sional mean flows depend only on w^ and mi. The two T and 
four 2 Lagrangian integral time scales must still be set. For 
this purpose the flow in a two-dimensional channel is utilized, 
as discussed in the next section. 

Channel Flow Approximation 
For fully developed channel flow ( 6 ) - ( 9 ) simplify to 

(10) UiJl -

WU>2 = 

WW J = 

VLJI -

dy 2D 

dw^ QSi 
dy 2D 

dw^QiQ^n^ 

dy 2D 

dw^ 22^ 
dy 2D ^' 

dd 
- T2UV — 

dy 

dH 

dy 

(11) 

(12) 

(13) 

where x is the streamwise and y the wall-normal direction, 
U{y) is the mean streamwise velocity, and H = -dO/dy is the 
vorticity. Bernard (1990a) showed that good predictions of the 
vorticity transport correlations computed in a DNS of channel 
flow could be obtained from the above expressions by using 
constant T and Q scales. The same simulation is used here to 
assist in the calibration of the model. In this we have R^ = 
145 based on half-channel height and friction velocity. The 
simulation incorporates a mesh with 96 X 97 X 96 points in the 
streamwise, wall-normal, and spanwise directions, respectively, 
and a computational box of dimensions 1822 X 290 X 683, 
expressed in wall units. 

Since the present work addresses general applications of the 
model, the Reynolds stress correlations in ( 10 ) - (13 ) must be 
computable from available quantities. The shear stress uv is 
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Fig. 1 Modeled mo^ and wtoi correlations for channel 

modeled quite well with the Boussinesq eddy viscosity model. 
However, the approximation w^ !» fA^Jrpm (2) is quite poor 
near boundaries, so it is assumed that w (1.0 _ _ - 0 . 0 2 y + )k 
which gives a very good estimate of w^ for the channel as 
shown by Gorski (1993). 

Since the Q scales reflect the vortex stretching and shearing 
processes, it may be surmised that they scale most appropriately 
with the time scale 1/VC • In this case we take 

g,. = - ^ / = 1, . . . , 4. (14) 

The g j and Q4 scales are set first using the DNS channel flow 
data for WLJI and mJ~i. The remaining Q and T scales are set 
using the data for wji and wil^. Because the gradient and nongra-
dient contributions to vuJ^ and uuJ^ are of opposite sign, the 
choice of Qi, Q2, T I , and T2 are very much limited once Q3 
and Q4 are chosen. In the present work the following values 
were found for the constants employed in the Lagrangian scales: 
C, = 4.5, C2 = 0.75, C, = 0.3, C4 = 2.25, r , = 0.175, and 
T2 = 0.09. These yield the values for the vorticity transport 
correlations vuJl and mJl shown in Fig. 1. Here the DNS channel 
data for kinetic energy, enstrophy, and vorticity are used. The 
comparisons are quite good, suggesting that the modeled equa
tions and Lagrangian time scales are a reasonable representation 
of the actual terms, at least for the channel flow. Comparable 
agreement is also found for the other fluxes given by (10) 
and (12). 

General Two-Dimensional Relations 
For two-dimensional mean flows, the x and y momentum 

equations according to (1) , ( 6 ) - ( 9 ) take the form 

dU _ a t 7 -dU dP , , „ , , - , 

at ox ay ox 
TZMDV^F 

[Q2 + 64] 
2D 

— n + — n ̂ Q: 
ay dx 

(15) 

some care must be taken with regards to the unavoidable coordi
nate dependence of the scales stemming from the simplification 
of (3) to (4). For example, the vortex stretching term 

dV^ „ [G2 + QA] 

dy 
Q 

2D 

in (15), after a 90 degree rotation of the coordinate axis be
comes 

9 ^ n [fi* + ef] 
dx n 2D 

which must be formally equivalent to the appropriate term in 
(16). In this case it is evident that we must have 

G2 + G4 = e f + Ql (17) 

By repeating this analysis for the cross stream momentum equa
tion, the following relation is obtained 

fi4[Gl +G3] = G3*[G2* + G4*]. (18) 

From (17) and (18) it may be concluded that in setting time 
scales for the rotated coordinate system one should insist that 
Q! = G4 and Qt = G2. 

A simple means of setting the time scales independently of 
coordinate rotations for general two-dimensional mean flows is 
to assume relations of the form 

C,U^ + €2^- 1 

G2 = 

G3 = 

G4 = 

u^ + v^ 
C2U'' + C,V 

U^ + V 

C-iV'- + C^V 

u^ + v^ 
C,U^ + C j F ' 

^ 

• 1 

f^ 
• 1 

VC 
1 

[ / 2 + y2 f^' 

(19) 

(20) 

(21) 

(22) 

With the use of (19) - (22), Eqs. (15) and (16) are now invari
ant under a rotation of coordinates. 

It may also be observed in (2) that only a single time scale 
is implicit in the Boussinesq approximation. This is one of the 
reasons why it models only some of the stresses well. Thus, by 
its incorporation of a greater number of independent scales, the 
current approach is able to encompass more of the transport 
physics than is possible with isotropic models. 

Equations (15) and (16) must be solved in conjunction with 
a closure scheme supplying values of k and e. For this purpose 
the two-equation k — t model of Speziale et al. (1992) is used. 
Calculations are also done using this k — e model together with 
the low Reynolds number form of (2) proposed by Speziale et 
al. (1992) in order to assess the effectiveness of ( 6 ) - ( 9 ) in 
comparison to (2). While it is possible that these results are 
sensitive to the particular model used for the k and e equations, 
it is unlikely that our general conclusions would be affected by 
such modifications. 

dt dx dy 

dP 

dy 

[Ql + G3] / dV^ 
2D \ dx 

+ {v + Tii/,)V^y - TiUvV^U 

n + ^n'Q,] (16) 

respectively, where V^ = d^/dx^ + d^ldy^ and the mean conti
nuity equation dUldx + dVldy = 0 has been used to write 
d^/dy = -V^U and so forth. To apply the scale information 
derived from our analysis of channel flow to (15) and (16), 

Solution Procedure 

Only a brief description of the solution procedure is given 
here as details can be found elsewhere (Gorski, 1988). The 
Navier-Stokes equations as well as the fc - e equations contain 
both first derivative convective terms and second derivative 
viscous terms. The viscous terms are discretized using standard 
central differences. Third order upwind differencing is used for 
the convective part of the equations. The Jacobian matrices 
of the convective terms are used to generate eigenvectors and 
eigenvalues for the system of equations. The convective terms 
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Fig. 4 Computed va^ and wioi correlations for ctiannel 

are then forward or backward differenced based on the sign of 
the eigenvalues. With this approach no artificial dissipation 
terms are added to the equations for stability. The equations are 
transformed to a body fitted coordinate system and solved using 
a finite volume procedure. The artificial compressibility tech
nique of Chorin (1967) is used to add a time derivative term 
for pressure to the continuity equation. This allows the system 
of equations to be marched in time in an implicit coupled man
ner using approximate factorization which requires the inversion 
of block tri-diagonal matrices. The implicit side of the equations 
are only first order accurate, but the final converged solution 
has the third order accuracy of the explicit part of the equations. 

Results and Discussion 
We now apply Eqs. (15) and (16) in concert with the k -

e closure of Speziale et al. (1992) to the prediction of several 
flows in order to explore the capabilities of vorticity transport 
modeling. Previously we used DNS data of channel flow to fix 
the 2 scales through ( 1 0 ) - ( 1 3 ) . Now we calculate the channel 
flow using the complete closure scheme as a test of the method. 
This will highlight the performance o f (10) - (13) in the context 
of a closure scheme where DNS data is not used to supply 
values for k and e. In the calculation, a stretched grid with 57 
points across one-half the channel and 5 points in the streamwise 
direction is used. This grid is sufficient for grid independent 
solutions. The first grid point away from the wall is at y^ 
« 0.1, and symmetry boundary conditions are applied at the 
centerline. The inlet and outlet pressures are set to match the 
DNS data, and periodic boundary conditions are used for the 

velocities and turbulent quantities in the streamwise direction. 
The centerline velocity evolves as part of the solution thus 
providing another test of the model. 

Figure 2 shows that the mean velocity computed with both 
models is quite good, and that the wall profile shape has the 
correct characteristics. This is especially significant for the vor
ticity transport model, since apart from the model used in com
puting w^, no near-wall damping functions are added analo
gously to the / , function used in eddy viscosity models. In the 
case of kinetic energy. Fig. 3 indicates some differences be
tween the two closures, but neither is necessarily better than 
the other. A similar result is found in the case of e. 

As seen in Fig. 4, inaccuracies in predicting k and e degrade 
the prediction of the vuJ^ and wuJl correlations. However, the 
total contribution to the streamwise momentum equation is still 
quite good as shown in Fig. 5. The computed wuii and utJl 
correlations are also found to have the correct shapes and tend 
to go to zero where appropriate. Overall, the predictions are 
quite good for all of the vorticity fluxes. 

To test the model further, the boundary layer flow developing 
on a flat plate with zero pressure gradient is computed. The 
predicted fields are compared with two different data sets. One 
comes from the low Reynolds number simulations of Spalart 
(1988) at Reynolds numbers Rg = 300, 670, and 1410 where 
Rg is based on the momentum thickness. The other data set is 
that measured experimentally by Weighardt (1968) at a Reyn
olds number of 2.2 X 10*. To calculate these boundary layer 
flows, a grid with 41 points in the streamwise and 57 points in 
the wall-normal direction is used. Points are highly clustered at 
the leading edge of the flat plate and at the wall. At the inlet, 
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Fig. 3 Kinetic energy for channel 
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the streamwise velocity is set to a constant, the wall-normal 
velocity is set to zero, and the pressure is extrapolated from the 
interior of the computational domain. In addition, the kinetic 
energy and enstrophy are set to small values. At the downstream 
boundary, all quantities are extrapolated from the interior, while 
at the freestream boundary the pressure is set to a constant 
and all other values are extrapolated from the interior. No-slip 
boundary conditions are set at the wall. Although the Spalart 
(1988) data has no leading edge effects, the boundary layers 
we calculate for these Reynolds numbers are far enough down
stream that the computed leading edge effects are minimized. 

For the low Reynolds number flat plate flow of Spalart (1988) 
there is no significant difference between the mean velocity 
computed with the two closure models or with the data. For 
kinetic energy, it is seen in Fig. 6 that the predictions are also 
comparable. Some differences become apparent when the re
sults are compared with the Weighardt (1968) flat plate data. 
Here the skin friction is slightly higher and has a flatter profile 
with the vorticity transport correlations as shown in Fig. 7. 
However, the velocities predicted with the two closures are 
comparable and agree well with the experimental data. 

A comparison with the law of the wall is shown in Fig. 8. 
The agreement with the linear law is excellent, and at the lower 
Reynolds numbers the profile is flat in the law of the wall 
region. However, the profiles start to develop a waviness at 
large y'^ values for the thicker boundary layer profiles. The 
problem is likely due to setting the constants based on DNS 
channel flow data which only extends to y* = 145 at the center-
line, much less than the y^ » 10,000 for the high Reynolds 
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number boundary layer flow. Since the vortex stretching terms 
depending on the Q scales are only significant near the wall, it 
is likely that the selection of the T scales is in need of improve
ment. By examining the equations, it appears that TI should 
ssl.O away from the wall for the vorticity transport model to 
be approximately the same as the Boussinesq approximation in 
this location. However, TI of this magnitude would be inappro
priate for the near wall. Thus, it may be necessary for TI to 
vary across the boundary layer to get better results for the high 
Reynolds number boundary layer profiles. Overall though, the 
results are quite encouraging considering that no special func
tions are added to the Lagrangian time scales to better fit the 
data, and that all of the constants are set from low Reynolds 
number channel flow data. 

The hill flow considered here is that measured experimentally 
by Baskaran et al. (1987) in which a boundary layer developing 
on one wall of a duct flow encounters a hill. The alternating 
regions of concave and convex curvature lead to an adverse 
pressure gradient at the rear of the hill leading to flow separa
tion. The Reynolds number based on free stream velocity and 
arclength of the hill is 1.33 X 10'', and the leading edge of the 
hill in the experiment is 1.0 meters from the leading edge of 
the flat plate on which it rests. The flow is tripped 0.15 meters 
downstream from the leading edge of the flat plate, making it 
difficult to compute numerically because of the transition region 
in front of the hill. Hence, the mean velocity and turbulence 
quantities in the calculation are set from the experimental data 
0.596 meters downstream from the leading edge of the flat plate. 
The proximity of this location to the hill rules out the use of a 
fully developed flat plate boundary layer profile as the inlet 
boundary condition. Tests showed that the results are somewhat 
sensitive to the inlet boundary conditions which may account 
for some of the discrepancies between the computed results 
and experiment. At the downstream boundary all quantities are 
extrapolated from the interior, and reflection boundary condition 
are used ai y — 2.0. The grid used for the calculations is 111 
X 121 in the streamwise and wall-normal directions, respec
tively. Grid independence of the solution was established by 
doing a second calculation with a mesh of 171 X 181 points 
which produced no significant differences from the coarse grid 
solution. 

The improvements possible with the use of the vorticity trans
port relations in comparison to gradient momentum transport 
modeling are illustrated in Fig. 9 giving the wall static pressure, 
Cp. Here the horizontal axis is given in arclengths, X, from the 
leading edge of the flat plate. The hill is located between X = 
1.0 and X = 2.35. The minimum Cp is somewhat high at the 
top of the hill for both models which may be partly due to the 
inlet boundary conditions. At the trailing edge of the hill, Cp is 
significantly overpredicted for the momentum model and does 
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not have the characteristically flat profile associated with sepa
rated flows. In contrast, Cp computed using the vorticity trans
port correlations is significantly more accurate. In particular, 
the profile is much flatter near the trailing edge of the hill since 
the vorticity transport solution provides a larger separated flow 
region—significantly closer to that seen experimentally—than 
does the eddy viscosity model. 

The experimental data shows that the hill flow separates at 
X = 2.1 meters and reattaches at X = 2.7 meters. For the 
Boussinesq model the predicted separation occurs at X = 2.15 
and reattachment at 2.46, The skin friction obtained with the 
vorticity transport correlations is considerably different than the 
Boussinesq model, as shown in Fig. 10. Cf is higher at the front 
of the hill and has a much steeper drop to zero along the back 
of the hill. The skin friction profile is also less rounded with 
the vorticity transport approach, a feature which is more consis
tent with the experimental data. With the vorticity transport 
correlations the flow separates at X = 2.1, agreeing well with 
the data, and reattaches at X = 2.56, which is still somewhat 
underpredicted. The computations using the Boussinesq eddy 
viscosity assumption predict a separation area about 3 the size 
of the actual data, consistent with the ^ - e calculations of 
Michelassi and Shih (1991) for this flow. The vorticity transport 
correlation predicts a separation area about | the size of the 
actual data and the mean flow prediction has definitely improved 
in the separated region. This may be due to the introduction of 

Fig. 11 Velocity vectors computed using the Reynolds stresses 

nonisotropic affects. As shown in Figs. 11 and 12, the separation 
bubble predicted using the Reynolds stresses is barely dis-
cemable while that predicted with the vorticity transport correla
tions is much wider as well as longer. The larger separation 
area predicted by the vorticity transport approach also produces 
much larger negative values of skin friction which are more 
consistent with experiments. 

Conclusions 
This work has investigated the properties of a vorticity trans

port closure as an alternative to the Reynolds stresses for closing 
the primitive variable form of the Navier-Stokes equations. Pre
vious results (Bernard, 1990a, Rovelstad, 1991) have shown 
the general compatibility of the vorticity transport model with 
DNS data. The present study is the first practical application of 
the approach in which all terms are modeled based on the com
puted velocities, kinetic energy, and dissipation. A methodology 
for determining a minimum set of time scales appropriate to 
the vorticity flux model was derived. Although there may be 
some problem with the way the present model transitions be
tween near and far wall effects governed by the vortex stretching 
and gradient terms, respectively—as seen from law of the wall 
comparisons—the results are encouraging and indicate that the 
vorticity transport based model may be a viable alternative to 
Boussinesq eddy viscosity models. This is particularly true in 
complex flow regimes, such as the wall flows considered here, 
where nonisotropic affects are important. 
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A Modified Low-Reynolds-
Number Turbulence Model 
Applicable to Recirculating Flow 
in Pipe Expansion 
A modified low-Reynolds-number k-e turbulence model is developed in this work. The 
performance of the proposed model is assessed through testing with fully developed 
pipe flows and recirculating flow in pipe expansion. Attention is specifically focused 
on the flow region around the reattachment point. It is shown that the proposed 
model is capable of correctly predicting the near-wall limiting flow behavior while 
avoiding occurrence of the singular difficulty near the reattachment point as applying 
to the recirculating flow in sudden-expansion pipe. 

Introduction 
Turbulence closure models are the most feasible and econom

ical approaches for the analysis of practical turbulent flows so 
far (Naflasamy, 1987). Most conventional closure models are 
only applicable to high-Reynolds-number flow regimes. They 
link the conditions at the wall, which are low-Reynolds-number 
flow regimes, to the first calculation point through use of the 
wall functions. However, many simulations do not suit the wall 
function approach. Such examples include turbulent boundary 
layer at low Reynolds number, separated flows, the flow over 
surfaces with heat and/or mass transfer, etc. It is therefore 
necessary to have a way to extend the application of the existing 
closure models to the rather thin sublayer affected by molecular 
viscosity. 

Among turbulence closure models, the second-order closure 
models such as Reynolds stress models (RSM) have been used 
in the simulation of complex turbulent flows (Farhanieh et al., 
1993; Nikjooy and Mongia, 1991). However, it is generally 
agreed that second-order closure models require more computa
tional time and complexity than first-order closure models such 
as the two-equation models. The scope of this work is restricted 
to recirculating flows in a sudden-expansion pipe withotit the 
swirl effect. The two-equation models are reportedly able to 
describe, to some extent, the turbulent motion in this kind of 
flow (Nallasamy, 1987). However, since the conventional two-
equation models assume isotropic eddy diffusivity in modeling 
the Reynolds stress tensor, they usually lead to less accurate 
predictions for normal Reynolds stresses (Speziale, 1991). As 
a result, the two-equation models cannot be fully successful in 
application to certain flow phenomena such as the secondary 
flow in noncircular duct and the recirculating flow in sudden-
expansion pipe, where the anisotropic normal Reynolds stresses 
play an important role. To remedy these defects, considerable 
research efforts have been directed toward the development 
of nonlinear (or anisotropic) generalizations of eddy-viscosity 
models (Speziale, 1991). In this work, our interest focuses on 
the flow region near the reattachment point. For the sake of 
simplicity, the conventional two-equation models, instead of the 
ones with anisotropic representations of the eddy viscosity, are 
to be discussed here. 

The k-e model is the most popular two-equation turbulence 
model in use today. When utilized in conjunction with wall 

functions, the k-e model performs reasonably well. It has been 
applied to a variety of engineering problems with a moderate 
amount of success. Over the past two decades, many modifica
tions (see Table 1) have been made to extend the k-e model 
for use at low Reynolds numbers and to describe accurately the 
flow behaviors close to a solid wafl. Patel et al. (1985) made 
a detailed review of the low-Reynolds-number k-e models de
veloped before 1985 and concluded that none of the existing 
low-Reynolds-number k-e models were capable of accurately 
predicting the wall limiting behavior. 

A few low-Reynolds-number k-e turbulence models (Myong 
and Kasagi, 1990; Nagano and Tagawa, 1990) have recently 
taken near-wall limiting behavior into account and yielded satis
factory predictions in the entire region of straight-pipe flow. 
However, application of these low-Reynolds-number A;-e models 
to recirculating flows in the sudden-expansion pipe was subject 
to a singularity occurring near the reattachment points. The 
objective of this work is to develop a modified low-Reynolds-
number k-e model which can eliminate the aforementioned de
ficiencies. The proposed model will be applied first to the fully 
developed pipe flows and then to the pipe flows in sudden 
expansion. The performance of the proposed model will be 
assessed through a comparison to the experimental data avail
able in open literature and to predictions obtained with some 
widely used low-Reynolds-number k-e models. 

Development of a Modified Low-Reynolds-Number k-
e Model 

Modeling. The wall limiting conditions of turbulence quan
tities possess the following asymptotic relations: 

A: a y^, /x, a y^, € ^ e,„ as y-> 0 (1) y 
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With the Prandtl-Kolmogorov description of eddy viscosity 
given by: 

y^, = pCJ.eie (2) 

(noting that the model coefficient C^ is a constant value of 
0.09), we can conclude that the model function/^ must satisfy 
/p a } '" ' . As noted by Chapman and Kuhn (1986), none of 
the low-Reynolds-number k-e models discussed by Patel et al. 
(1985) meet this requirement. 

Shih and Mansour (1990) currently proposed the following 
/^ function which is similar to the one used in Chien's model 
(1982, hereafter referred as the CH model). 

/M = [1 - exp(-a,>'+ - chy^^ - a^y*' - a^y*')} (3) 

where a,, 02, a^,, and a^ are empirical constants. Very recently, 
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Table 1 Summary of model functions 

Model / . /. 

Standard 
Launder-Sharma (1974) 
Lam-Bremhorst (1981) 
Chien (1982) 
Nagano-Hishida (1987) 
Myong-Kasagi (1990) 
Nagano-Tagawa (1990) 
Present work 

1.0 
exp[-3.4/(l + R,/5Qf] 
[1.0 - exp(-0.0165«t)]2(l + 20.5/fi,) 
1.0 - exp(-0.0115y-') 
[1.0 - exp(-yV26)]' 
[1.0 - exp(->'+/70)](l + 3A5/R','^) 
[1.0 - exp(-3'V26)]"(l + 4.1/S?"') 
[1.0 - exp(-o.o2i5^t)]'(i + n.ee/Rf) 

1.0 
1.0 
1.0 + (0.05//̂ )̂  
1.0 
1.0 
1.0 
1.0 
1.0 

1.0 
1.0 - 0.3 exp(-R?) 
1 - 0.3 exp(-/??) 
1.0 - 0.22 exp(-/??/36) 
1.0 - 0.3 expi-Rj) 
{1.0 - 2/9 exp[- («,/6)']}[l - exp(->'V5)]' 
jl.O - 0.3 exp[- (R,/6.5fmi - exp(- y*/6)] 
[1 - 0.01 exp(- /f?)][l - exp(-0.0631/Ji)] 

Shih and Lumley (1993) proposed another representation of 
the fi^ function: 

where 

/^ = [1 - exp(fo,ff, + biRi + b,Rl)y 

R, = ^/p 

(4) 

(5) 

bi, &2 and bj are empirical constants. Note that /^ functions 
shown in Eqs. (3) and (4) do not exhibit the limiting behavior 
of/^ a y^\ Nevertheless, a few low-Reynolds-number models 
developed lately have taken this requirement into account. For 
instance, Myong and Kasagi (1990) proposed the/;, function 
in the form of 

where 

/ . = [1 - exp( -3 'V70)] ( l + 3.45//?,'") (6) 

y-*- = Urylv (7) 

Ur = rrjp (8) 

R, = k'^lve (9) 

Working with the model developed previously by Nagano and 
Hishida (1987) as a base, Nagano and Tagawa (1990, the NT 
model) improved t he / , function: 

U = [\- exp(->'V26)]^ (1 + A.IIR',") (10) 

The low-Reynolds-number turbulence models expressed 
above, except for those developed by Shih and Mansour (1990) 
and Shih and Lumley (1993), have improved/, functions which 
allow them to meet the limiting behavior requirement of/;, « 
y ~'. However, these models still have a singular problem related 
to the simulation of recirculating flows in a sudden-expansion 
pipe. This is because these low-Reynolds-number models for
mulated the/^ model functions in terms of the friction velocity 
Ur which itself includes the wall shear stress T^ in its definition 
as shown in Eq. (8). As we know, the wall shear stress ap
proaches zero value in the neighborhood of the reattachment 
positions occurring in the recirculating flow fields of sudden-
expansion pipe. This, in turn, results in a singularity problem; 

that is, /^ and/or/2 become zero regardless of y 's value. Ac
cording to Eq. (2), all /i, values, even those located in the fully 
turbulent region, drop to zero. This is physically impossible. 

In order to remedy this singularity difficulty, the new model 
functions of/, and/2 are developed with proper parameters. To 
comply with the required limiting behavior of/^ «: y" ' , t h e / , 
function is given by 

/^ = [1 - exp(-A,i?t)]= (1 + B,IR',") (11) 

Note that both parameters R^ and R, which appeared in Eq. (14) 
are not expressed in terms of y"̂  (or T„, implicitly) and, there
fore, do not induce the aforementioned singularity problem 
when appUed to the recirculating flow in pipe expansion. The 
asymptotic relation of these two parameters are 

Rk^ R, «: y*, as y ^ 0 (12) 

Also near the wall, the e equation (see Table 2) is reduced to 

/x — ; = CifiP&l/k = finite value 
ay 

(13) 

Thus, one can conclude that the/2 function must be proportional 
to y^ in the regions near the wall by introducing the asymptotic 
relations shown in Eq. (1) into Eq. (13). Although the low-
Reynolds-number k-e models developed lately such as by My
ong and Kasagi (1990) and Nagano and Tagawa (1990) have 
/2 functions designed to account for limiting behavior, the inclu
sion of y "̂  parameter in their modeling works leads to the similar 
singularity problems in regard to the /^ function near the reat
tachment point in application to recirculating flow in the sudden-
expansion pipe. To account for these two concerns, a new, 
modified design of the /2 function is proposed: 

/2 = [1 - exp(-A2/?i)] [1 - fl2exp(-/??)] (14) 

Based upon a comparison with data available in open literature 
on straight pipe flows, the optimal values of the coefficients 
A^, B^, A2, and B2 which appeared in Eqs. (11) and (14) 
are determined using the least-squares algorithm (Marquardt, 
1963): 

N o m e n c l a t u r e 

Cp, Ci, C2 = turbulence model constants 
d = diameter of pipe upstream 

of expansion 
D = diameter of pipe down

stream of expansion and 
extra source term in k equa
tion, respectively 

E = extra source term in e equa
tion 

fii,fufz = turbulence model functions 
Gt = production term of k 

k = turbulent kinetic energy 

p = mean pressure 
R = radius of pipe 

Re = Reynolds number 
r = radial ordinate 

S^ = general source term 
, M' = mean and fluctuating axial veloc

ity, respectively 
Uc = mean axial velocity in centerline 

',v'= mean and fluctuating radial ve
locity, respectively 

X = axial ordinate 
r ^ = turbulent diffusion coefficient 

e = dissipation rate of turbulent ki
netic energy 

., fx, = molecular and eddy viscosities, 
respectively 

p = density 
(Tt = turbulent Prandtl number for dif

fusion of k 
iTe = turbulent Prandtl number for dif

fusion of e 
(p = dependent variable 
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Table 2 Governing equations 

</> r . 

1 0 
U fj,,jf 

V IX,jf 

k fi + ixjok 
e 11 + /i,/(Tj 

- - • H O " 

A^ = 0.0215, 

0</. 

0 
dp a ( au\ \ d( dv\ 

dp a ( du\ \ a ( av\ 

- 2ncjf V /r ^ 
Gt- pe + D 
(CJfi, - C2f2pe)dk + E 

^(S)'^f] 
/dv auV] 

B, = 31.66, A2 = 0.0631, B2 = 0.01 

Governing Equations. The present study deals with the 
steady-state, axisymmetrical, Reynolds-averaged equations for 
conservation of momentum, turbulent kinetic energy, and its 
dissipation rate. These governing equations are cast into the 
following general form which permits a single algorithm to be 
used: 

— (rpucj)) + — {rpv<j)) 
ox or 

-irr ^\+^(rr ^ + S^ (15) 

The parameters 4>, F^ and S^ appearing in Eq. (15) are summa
rized in Table 2. The corresponding model constants and func
tions shown in Table 2 for each tested turbulence model are 
Usted in Table 3 for the reader's convenience. 

Numerical Analysis 
Numerical calculations of Eq. (15) are performed using the 

finite-volume method via integration of the differential equa
tions over control volume to deduce the corresponding algebraic 
equations of conservation of fluxes. The implementation of 
these algebraic conservation equations is facilitated by the 
power-law scheme (Patankar, 1980) for the estimation of con-

vective and diffusive fluxes over the surface of the control 
volume. The SIMPLER algorithm (Patankar, 1980) is used to 
treat the velocity-pressure coupling in the momentum equations. 

Grid meshes used for the computational domains of tested 
flows in both straight pipe and sudden-expansion pipe consist 
of 60 X 90 non-uniformly distributed nodes. In order to reduce 
false diffusion in the investigation of recirculating flow by use 
of the power-law scheme, care must be taken in establishing 
the grid mesh. Distribution of grid nodes is arranged to ensure 
that small regions that exert a large influence on the flow field 
are adequately resolved. Numerical tests disclosed that the em
ployed grid meshes yielded nearly grid-independent solutions 
for all investigated flow cases. The convergence criterion 
adopted in the present work is that the summation of the abso
lute mass residuals normalized by the inlet mass, in the entire 
computational domain, is less than 10 "^ 

Results and Discussion 
The validity of the proposed low-Reynolds-number k-e model 

was first tested with two fully developed pipe flows. This model 
was next appUed to the simulation of the flow in sudden-expan
sion pipe to demonstrate its usefulness particularly in the region 
near the reattachment point. 

Straight Pipe Flow. The experimental work on a turbulent, 
fully-developed pipe flow conducted by Laufer (1954) was 
selected as the first test problem in this work. The test pipe was 
12.4966 m long which is equivalent to 50.62 D (the diameter 
of the pipe, 0.24688 m). The Reynolds number based on the 
diameter of the pipe and the mean velocity (2.438 m/s) equaled 
40,000. No measurements in the inlet region were provided in 
this experiment. Thus, uniform velocity profile was assumed at 
the inlet. The inlet profiles of k and e were given in the following 
empirical manner (Nallasamy, 1987): 

k = 0 .003M' 

e = C±'yo.03R 

(16) 

(17) 

The outflow boundary condition was assumed to be fully devel
oped in the calculation by using adequately long computational 
domain. At the bounded wall, all quantities vanished except e,̂ , 
which had given in Table 3. At the symmetric axis, the zero 
gradient condition, 84)1 dr = O, was made except in the radial 
velocity component which is naturally zero. 

Table 3 Summary of model constants and functions appearing in Table 2 

Model 

Standard 
Launder-Sharma 

(1974) 

Lam-Bremhorst (1981) 

Chien (1982) 

Nagano-Hishida (1987) 

Myong-Kasagi (1990) 

Nagano-Tagawa (1990) 

Present work 

D 

0 

jj. fdkV 

2k [ay) 

0 

-2nk/y^ 

11 /akV 

2k [dyj 

0 

0 

0 

E 

0 

/a^uV 
Hw^) 

0 

-l/iee""''* 

(1 - / ^ ) w | 

0 

0 

0 

/ 
'aW 

£„ - B.C. 

wall function 

0 

dy 

0 

0 

(a'k\ 

(d^k\ 

(lfk\ 

c. 
0.09 

0.09 

0.09 

0.09 

0.09 

0.09 

0.09 

0.09 

c, 
1.44 

1.44 

1.44 

1.44 

1.44 

1.4 

1.45 

1.44 

C2 

1.92 

1.92 

1.92 

1.92 

1.92 

1.8 

1.9 

1.92 

«•* 

1.0 

1.0 

1.0 

1.0 

1.0 

1.4 

1.4 

1.0 

O'e 

1.3 

1.3 

1.3 

1.3 

1.3 

1.3 

1.3 

1.3 
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Present model 
LB model(1981) 
NT model(1990) 
CH model(1982) 
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Fig. 1 Comparison of predicted and measured fuliy developed profiles 
of mean axiai velocity component in straight pipe flow (Re = 40,000) 
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4 .0 -

3.0' 
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0.0 

Measurements of Schildknecht et al.(1979) 
Present model 
LB model(1981) 
NT model(1990) 
CH model(1982) 

0.0 0.1 0.2 0.3 0.4 0.5 

r/D 
Fig. 3 Comparison of predicted and measured fully developed profiles 
of turbulent kinetic energy in straight pipe flow (Re = 17,250) 

Figures 1 and 2 compare the predicted and measured fully 
developed profiles of mean axial velocity component and turbu
lent kinetic energy, respectively. Table 1 summarizes the low-
Reynolds-number k-e model developed in this work and another 
six models found in open literature. Patel et al. (1985) and 
Myong and Kasagi (1990) commented that the model devel
oped by Launder and Sharma (1974) did not perform satisfacto
rily in the simulation of pipe flow. Our study also corroborates 
this comment. Therefore, the results obtained with this model 
are not included in Figs. 1 and 2. Since the model of Nagano 
and Tagawa (1990) performed better than its predecessor (Na
gano and Hishida, 1987, the NH model), only the results ob
tained through the NT model are presented in Figs. 1 and 2. 
Also, our study reveals that the performance of the model of 
Myong and Kasagi (1990) resembles that of the NT model 
because both models adopt similar expressions of/^ and/a, as 
shown in Table 1. For the sake of brevity, the results obtained 
through the model of Myong and Kasagi (1990) are not in
cluded in Figs. I and 2. Thus, Figs. 1 and 2 present four sets 
of predictions, including the one obtained through the presently 
developed model. In terms of velocity profile, all of the predic
tions are in good agreement with the measurements, as is shown 
in Fig. 1. The comparison shown in Fig. 2 indicates that all four 
models are capable of capturing the peak location of turbulent-
kinetic-energy profile. Generally speaking, the model of Lam 
and Bremhorst (1981, the LB model) seems to slightly overpre-
dict the distribution of turbulent kinetic energy. The present 
model agrees well with the measurements in the near-wall re
gion, while also overpredicts the distribution of turbulent kinetic 

5.0-

3 

4.0-

3.0' 

2.0 

1.0 

0.0 

Measurements of Laufer(1954) 
Present model 
LB model(1981) 
NT model(1990) 
CH model(1982) 

0.0 0.1 0.2 0.3 

r/D 
0.4 0.5 

Fig. 2 Comparison of predicted and measured fully developed profiles 
of turbulent Idnetic energy in straight pipe flow (Re = 40,000) 

energy in the core region. The performances of the CH and NT 
models agree satisfactorily with actual measurements. 

One more straight-pipe flow problem was tested in order to 
examine the generality of the developed low-Reynolds-number 
k-e model. The work of other fully-developed pipe flow experi
ments conducted by Schildknecht, et al. (1979), was selected 
as the second test problem. The test pipe was 9 m long which 
was equivalent to 180 D (D = 0.05 m). Since no measurements 
in the inlet region were provided in this experiment, the same 
assumed inlet conditions which were used in the previous test 
problem were adopted. The case with Re = 17,250 investigated 
by Schildknecht et al. (1979) was run using the four different 
low-Reynolds-number k-e models mentioned previously in this 
work. Again, all predictions of the mean axial velocity compo
nent using the four different models agree well with the mea
surements. For the sake of brevity, these results do not present 
here. Figure 3 compares the predicted and measured fully devel
oped profiles of turbulent kinetic energy. A comparison of Figs. 
2 and 3 reveals that the predicted profiles of turbulent kinetic 
energy in the previous and the present fuUy-developed-flow 
cases exhibit similar trends in all four investigated models. 
However, the LB model now has the best performance among 
the four investigated models. Both the CH and NT models 
exhibit slight underpredictions in Fig. 3. The performance of 
the present model falls between the other two. 

A comparison of predicted / . values obtained through the 
four different models and the experimental /^ values calculated 
by Patel et al. (1985) using the Laufer's data (1954) is made 
in Fig. 4. Clearly, the LB and CH models which were developed 
before 1985 are incapable of yielding correct predictions of the 
wall limiting behavior, i.e./^ « y - ' , as is discussed in the review 
paper of Patel et al. (1985). Furthermore, the CH model gives 
poor/^ predictions in the near wall region as displayed in Fig. 
4. In general,/^ distributions (including wall limiting behavior) 
obtained through the present model and the NT model are in 
favorable agreement with the experimental data taken from Pa
tel et al. (1985). 

In summary, the modified low-Reynolds-number k-e model 
has been shown to work correctly in the two tests on fully 
developed flow in straight pipe. 

Sudden-Expansion Pipe Flow. The experimental study of 
an axisymmetrical sudden-expansion flow conducted by Durret 
et al. (1988) was selected as the third test problem. The diame
ters of upstream {d) and downstream expansion (D) tubes were 
50 mm and 95.2 mm, respectively, to achieve expansion ratio 
of 1.904. The test chamber was 660.8 mm long. The Reynolds 
number based upon the inlet diameter (D) and the mean velocity 
was 84,000. Durret et al. (1988) reported that the mean velocity 
profile at the inlet plane was very flat, and no other measured 
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Fig. 4 Comparison of predicted f^ profiles witfi the results of Patel et 
al. (1985) In near-wall region In straight pipe flow (Re = 40,000) 

Measurements of Durret et al.(ld68) 
Present model 
CH model(1982) 
NH model(1987) 
NT model(l990) 

(a) 

x/D=0.48 x/D=0.96 x/D-1.9 x/D-2.86 l/D-4.77 
0.0 0.9 1.0 

(b) 

x/D-0.48 x/D-0.96 x/D=1.9 x/D-2.86 x/D=4.77 
0.0 0.025 0.05 

Fig. 5 Comparison of predicted and measured sectional profiles of (a) 
mean axial velocity component and (b) turbulent kinetic energy at five 
axial stations in pipe-expansion flow (Re = 84,000) 

inlet information was provided. Therefore, the same assumed 
inlet profiles of k and e described in Eqs. (16) and (17) were 
used for the calculation of the third test problem. Note that the 
radius R appearing in Eq. (17) denotes the radius of the up
stream tube now. 

Figures 5a and 5b compare the predicted and measured sec
tional profiles of mean axial velocity component and turbulent 
kinetic energy, respectively, at five axial stations. Of the four 
investigated low-Reynolds-number k-e models, the LB model 

Fig. 6 Stereographic distribution of /„ function obtained with the low-
Reynolds-number k-e model of Nagano and Hishlda (1987) 

lacks the capability to predict wall limiting behavior but does 
not encounter the singularity problem in applications on the 
recirculating flow in a pipe expansion (see Table 1). In contrast, 
the NT model is capable of predicting wall limiting behavior but 
faces the singularity problem in applications on the recirculating 
flow in a pipe expansion. The CH model, based upon the model 
functions listed in Table 1, possesses above deficiencies men
tioned above. The results shown in Figs. 5a and 5b were ob
tained with the presently developed model, the CH model, the 
NT model, and the NH model. As Table 3 shows, the NT model 
adjusted the values of the turbulence model constants such as 
Ci, C2, and iT̂  best for experimental data in a straight-pipe flow 
(Nagano and Tagawa, 1990) in comparison to those conven
tionally used for the standard k-e model. Nevertheless, the NH 
model adopts the same values of turbulence model constants as 
those used for the standard k-e model and it exhibits similar 
performance characteristics as that of the NT model in applica
tion to the flows in straight pipe. Therefore, the results obtained 
through the NH model are included in Figs. 5a and 5b to demon
strate the influence of the values of the turbulence model con
stants on flowfield calculations in sudden expansion pipe. Gen
erally speaking, the performances of the present model and the 
CH model are similar. These models take first place in terms 
of agreement with the measured data, as is shown in Figs. 5a 
and 5b. They are followed by the NH model, which takes second 
place, and the NT model, which gives somewhat unsatisfactory 
results in the downstream inner regions. This may be attributed 
to the adjustment of the turbulence model constants in the NT 
model (see Table 3). Thus, a comparison of the results in Figs. 
5a and 5b shows less generality in the application of the NT 
model. The reattachment lengths predicted by using these mod-

Experiment 
(Durret et al., 1988) 

1.97 D 

Standard 
k-e model 

2.10 D 

Table 4 Comparison of reattachment lengths 

Present CH model NH model 
model (1982) (1987) 

1.94 D 1.95 D 2.30 D 

NT model 
(1990) 

2.44 D 

MK model 
(1990) 

2.53 D 
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Fig. 7 Stereographic distribution of fy. function obtained with the present 
modei 

els are summarized in Table 4 and compared with the measure
ment of Durret et al. (1988). Of the four investigated low-
Reynolds-number k-t models, the present and the CH models 
can give better predictions. 

As mentioned in the previous discussion, singularity occurs 
in the neighborhood of the flow reattachment for some low-
Reynolds-number k-t models and is expressed in terms of the 
y* parameter. For example. Fig. 6 shows the stereographic dis
tribution of the /^ function obtained with the NH model. It is 
clearly shown that there a gap exists around the flow reattach
ment point. According to a concept adopted in construction of 
the low-Reynolds-number turbulence model, the model function 
/^ plays a damping role when moving from the fully turbulent 
(high Reynolds number) region to the wall adjacent (low Reyn
olds number) region, as is demonstrated in Fig. 4. This require
ment is equally valid even for the flow field over the reattach
ment point; that is, away from the viscosity-affected (boundary) 
layer, the /^ function should approach unity value. However, 
the projected plot displayed in Fig. 6 shows /^ contours that 
differ from this due to the singularity difficulty encountered in 

§ 0.25 

0.00 

""'̂ r '̂!'̂ -.̂  
— LB mo<i«l(1981) /h 

Stanard -<^i^^^ 
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> 

0.000 0.025 

k 
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Fig. 9 Comparison of predicted profiles of turbulent Idnetic energy us
ing various models at reattachment point of pipe-expansion flow 

the NH model. In contrast, implementation of the flow field 
calculation using the present model yields a/^ distribution con
sistent with the physical state as displayed in Fig. 7. This corrob
orates the statement that the presently proposed functions of/^ 
and /z, in terms of the proper parameters, do not encounter 
singularity problems in applications on the recirculating flow 
in a pipe expansion. 

Figures 8 and 9 compare the profiles of the mean axial veloc
ity component and turbulent kinetic energy, respectively, pre
dicted with the five models at each corresponding reattachment 
points. The predictions in Figs. 8 and 9 using various models 
do not differ significantly. This is because the influences of the 
existence of singularity on the governing equations for u and k 
were mainly calculated through the diffusion term, i.e. (// + 
M()V <̂̂  (see Table 2). In formulation of the discrete conserva
tion equations at a given grid node, the total flux crossing the 
surface of the control volume is composed of convection and 
diffusion terms. This means that the diffusion term just provides 
a partial contribution to the determination of total flux. Thus, 
the existence of singularity may result in some prediction errors 
for M and k but only to a limited extent. However, eddy viscosity 
defined by Eq. (2) is directly proportional to/^,. Unlike the flow 
properties of u and k in which impact due to the influence of 
singularity is caused by the diffusion term in the governing 
equations, the impact of/^ on \x, due to the existence of singular
ity is direct and is further aggravated by the prediction errors 
conveyed from k and t. Eddy viscosity is an important transport 
property in modeling turbulent transfers of momentum, heat, 
and mass. Moreover, the accurate prediction of/^ distribution 
in the near-wall region is a prerequisite for attainment of correct 
solutions of wall heat/mass transfers. 

0.25 

0.00 

X - Present model 
- NH model(l987) 
- CH iiiodel(1982) 
- LB model(19ai) 
- Stanard 

^ ' ' 'Si*;^^ 

1 
0.0 0.5 1.0 

Fig. 8 Comparison of predicted profiles of mean axial velocity compo
nent using various models at reattachment point of pipe-expansion flow 

Conclusions 

A modified low-Reynolds-number k-t model, which is capa
ble of correctly yielding the near-wall limiting flow behavior 
(for the straight-pipe flow case) while avoiding occurrence of 
the singular problem near the reattachment point (for the pipe-
expansion flow case), has been successfully developed. The 
performance of this model was assessed through the testing of 
two fully developed pipe flows and one recirculating flow in 
a pipe expansion. A comparison of the simulation and actual 
measurements reveals that this model gives flowfield predictions 
which are in good agreement with the measurements. It has 
been shown that significant improvements in predictions of flow 
properties particularly in the near-wall region of the reattach
ment point can be achieved through use of this model. Applica
tion of this model to recirculating flows in pipe expansion with 
wall heat transfer is now underway. 
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Structural Parameters and 
Prediction of Adverse Pressure 
Gradient Turbulent Flows: 
An Improved k-e Model 
A modified k-e model is proposed to predict complex, adverse pressure gradient, 
turbulent dijfuser flows. The need for an eddy viscosity is eliminated by using three 
structural parameters. A fuller treatment of the rate of kinetic diffusion terms is 
incorporated with a Reynolds stress model representation. A thorough evaluation is 
given of the three structural parameters in three decreasing and one increasing 
adverse pressure gradient diffuser flows leading to a three-layer representation. The 
results indicate the need for better modeling of the e-equation. 

I Introduction 
Prediction of adverse pressure gradient (APG) turbulent in

ternal flows finds practical applications in designing turboma-
chinery passages, wind tunnels, and diffusers, in general. Such 
flows are complex according to the definition of Bradshaw 
(1976), and as a result, numerical prediction is difficult. The 
main reasons for this complexity are wall effects and the effects 
due to adverse pressure gradients. The effect of wall on turbu
lence structure is two-fold. First, viscous effects surface due to 
reduced local turbulence Reynolds number. Second, transverse 
normal Reynolds stresses are preferentially suppressed, and tur
bulent eddies are distorted in wall vicinity, thus making turbu
lence structure anisotropic. As a result of APG, the assumption 
of self-preservation in the longitudinal direction becomes ques
tionable. Turbulence activity is greatly enhanced; in other 
words, additional mechanisms of production, dissipation, and 
transport of turbulence, such as through lateral vortex stretching, 
appear. Most prominent physical phenomena responsible for 
this additional activity are irrotational strains and lateral diver
gence. The presence of additional strain rates causes the interac
tion between mean flow field and turbulent eddies to be more 
complex. Contribution of normal stresses to kinetic energy pro
duction can no longer be neglected as iij the case of simple 
flows. 

The present study is a step toward practical numerical predic
tion of turbulent diffuser flows. Three decreasing and one in
creasing APG flows are examined. In the representation of 
Reynolds stresses, the concept of structural parameters is com
pared with the Boussinesq formulation. A modified k-e model 
is proposed with structural parameters, and the triple correlation 
model of Hanjalic and Launder (1972, hereafter referred to 
as HL72) is incorporated into the exact kinetic diffusion of 
turbulence kinetic energy, k. The prediction ofk, and of its rate 
of dissipation, e, with the modified model are compared with 
the prediction using the conventional scalar gradient diffusion 
representation. 

II Modeling Difficulties 
Turbulent diffuser flows with the complexities mentioned 

above are still impractical for direct numerical simulation or 
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large eddy simulation, due to their wide range of time and 
length scales. As a result, the prediction of these common turbu
lent flows have to depend on the averaged, unclosed Navier-
Stokes (N-S) equations and closure modeling. In order for the 
closure models to predict complex flows with sufficient accu
racy, they should incorporate various terms representing the 
physical mechanisms occurring. Hence, zero and one-equation 
models are generally not sophisticated enough for such flows. 
On the other hand, Reynolds stress equation models require 
modeling of more terms than two-equation models, such as 
pressure re-distribution and individual Reynolds stress dissipa
tion rates. Since not all these modeled terms have been assessed 
experimentally, additional uncertainties arise. 

A popular closure approach is to solve the transport equations 
for turbulence kinetic energy, k, and its rate of dissipation, e, 
along with the averaged N-S equations. The unmodeled trans
port equations for k and e in tensor form are given below: 

DklDt = -d/dXi[Ui(p/p + k)] - UiUj.dUj/dXi 

' D 1 '—P, ' 

+ v.dldXi[Uj{duJbXj + dUj/dXi)] 

' D„ ' 

— V.{dUilbXj + dUj/dXi)dUj/dXj ( 1 ) 
I £ i 

De/Dt = —2.V .dUildXt{dUildXi.duJdXi + dUi/dXj.dUi/dXt) 
I p 1 

2.(v.d^Ui/dxJdXi)^ — (u/p).d/dXi{dp/dXidUi/dXi) 

I e, 1 I D, 1 

l.iy.dUj/dXkdUi/dXiduJdXi — d/Sxt{ute) 
I p^^ 1 L _ n - ^ 

(2) 

where D,Pk,D^, and e of Eq. (1) represent the rates of kinetic 
(turbulent) diffusion, production, viscous diffusion, and aniso
tropic rate of dissipation, respectively, of turbulence kinetic 
energy, k. Similarly, P,,e,,Dp, P,r, and A of Eq. (2) represent 
the rates of production due to mean field, destruction, pressure 
diffusion, production due to turbulence, and turbulent diffusion, 
respectively, of e. The kinetic diffusion and dissipation terms 
of the A:-equation and most of the e-equation terms, have to be 
modeled in terms ofk, e, and mean gradients in order to obtain 
a closed form. The pressure diffusion is neglected here based 
on the available experimental data for the A;-equation (Turan 
and Azad, 1993). 
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Basic k-e Model. In the basic model, the kinetic diffusion 
is given by, D = dldxiivrdkldxi), where VT = CJc^le is the 
turbulence eddy viscosity. Reynolds stresses are modeled using 
the Boussinesq formulation as, UjUj = Vj. (dUj/dxj + dUjIdxi) 
+ 2/3.Syk. Thus, the rate of production becomes, P^ = 
[jyT. (dUi/dxj + dUj/dx:) + 2/3 . 5ijk]. dUt/dxj. The following 
isotropic form is used for the rate of dissipation: e = 
V. {duJdXjY. Similarly, the terms of the e-equation are mod
eled as follows: P, = d-P^.e/k; e, = Ca-t'^lk; D, = dl 
dXiivrde/dXi); where Qi and Ca are model constants. 

The basic two-equation model, i.e., the high Reynolds num
ber k-e transport equation model, fails to produce correct trends 
and most important, the correct limiting behavior, as the wall 
is approached. The main reasons for this discrepancy are, the 
assumption of isotropy in representing the individual Reynolds 
stresses and the rate of dissipation, e, the asymptotic modeling 
for high turbulence Reynolds numbers, which neglects viscous 
effects, and incorrect near wall behavior of modeled Reynolds 
stresses. Since the first two assumptions break down as the wall 
is approached, these three points are linked. 

A number of modified two-equation models has appeared in 
the literature to remedy the drawbacks of the basic k-e model. 
Earlier models use high Reynolds number forms with wall func
tions. In more recent models, high Reynolds number models 
are modified for low Reynolds number applications using wall 
damping functions. In order to obtain the correct near wall 
behavior, P^ and e^ of the e-equation and UT are multiplied by 
wall damping functions/i,/2, and/^, respectively. A transport 
equation for e rather than the isotropic dissipation e, is solved 
in some cases, where e = e - 2i/(dk^'^/dxy. A comprehensive 
review of near wall models is given by Patel et al. (1985), and 
more recently by So et al. (1991) and Speziale et al. (1992). 
In addition, anisotropic k-e models are proposed in which Reyn
olds stresses are linked to the mean gradients of higher order 
(Speziale, 1991). With these corrections to the basic k-e model, 
most wall bounded flows, especially their mean flow fields, can 
be predicted with accuracy (Lai et al., 1989). Still, these modi
fied models fall short of predicting the turbulence fields of 
arbitrary APG flows. This shortfall is due to the following three 
reasons: 

1 Representation of Reynolds Stresses. In complex APG 
flows, local equilibrium between mean and turbulence structures 
does not exists. The response and recovery rates of the mean 
and turbulence fields to disturbances are quite different. Such 
history effects are not taken into account when the Boussinesq 
approximation is used. History effects are clearly demonstrated 
by Saddoughi and Joubert (1991) through their experimental 
evaluation of eddy viscosity. They indicate that Reynolds 
stresses cannot respond instantaneously to the rapid change of 
strain rates as modeled by an eddy viscosity model. In addition, 
normal Reynolds stresses, along with the shear stress mJ, take 
part in turbulence-mean flow interaction. Thus, any model 
which neglects or poorly models these additional stresses cannot 
be expected to predict the turbulence characteristics. 

2 Kinetic Diffusion Modeling. Of the two commonly used 
kinetic diffusion models, namely, scalar gradient diffusion and 
bulk convection type of diffusion, most k-e models use the 
isotropic gradient diffusion. Hence, the rate of kinetic diffusion 
of k is assumed proportional to scalar gradients of k. This mod
eling is based on the assumption that diffusion by turbulence 
fluctuations is similar to molecular diffusion. Scalar gradient 
diffusion is expected to yield poor results when turbulent trans
port is dominated by large eddies. Another disadvantage of this 
model is the assumption of isotropic diffusion such that diffu
sion of all normal Reynolds stresses in all three directions is 
taken to be similar. Thus, in complex APG flows, where kinetic 
diffusion is a major contributor toward the balance of both k 
and e budgets, predictions of both of these scalars are expected 

to be poor. Noncoincidence of the peak production of these 
scalars with their peak values and shifting of peaks away from 
the wall also indicate the importance of the transport terms in 
APG flows. 

3 Representation of the Rate of Dissipation. Almost all 
k-e models use the isotropic e-equation, because of the complex
ity of the anisotropic one. In addition, various terms, such as 
production, transport and destruction, of the isotropic e-equation 
are modeled similar to that of the i-equation, even though there 
is not experimental evidence of both of these scalars being 
governed by identical mechanisms. Rate of dissipation obtained 
by solving the isotropic e-transport equation grossly underesti
mates the true dissipation. Enhancement of dissipation espe
cially near the wall by anisotropic mechanisms is being over
looked in the case of isotropic formulations. In addition, contri
bution to the dissipation or enhancement of dissipation by 
vortex stretching mechanisms is ignored in general in the e-
equation modeling. As a result, the rate of dissipation is under-
predicted in turbulent diffuser flows because of the prominence 
of vortex stretching due to lateral streamline divergence. The 
problems associated with the e-equation modeling leading to 
over-prediction of Reynolds stresses was first recognized by 
Pope (Hanjalic and Launder, 1980, hereafter referred to as 
HL80) who added an additional production term due to stretch
ing of mean vorticity to the e-equation for this purpose. Later, 
the under prediction of e in APG flows was attributed by HL80 
to poor representation of energy transfer mechanisms from en
ergy containing eddies to dissipative eddies by irrotational 
strains. Thus, a coefficient, Cjj, was proposed to enhance the 
production of e by irrotational strains. This addition was proved 
successful later by Rodi and Scheuerer (1986) and more re
cently by Henau et al. (1990). 

I l l Present Model 

Structural Parameters. The importance of structural coef
ficients in relating Reynolds stresses to turbulence kinetic en
ergy is evident from the experimental results of Cutler and 
Johnston (1989) and Pernholtz and Vagt (1981). This relation
ship is especially apparent in the case of complex flows with 
extra strain rates. Saddoughi and Joubert (1991) experimentally 
showed that deviation from the simple flow trend of the struc
tural parameter which relates the turbulence shear stress to its 
kinetic energy is minimal in flows with streamline divergence. 
A similar pattern was also shown to be true in the case of 
weak APG flows (Bradshaw, 1967). In the present study, the 
relationship between Reynolds stresses and kinetic energy is 
analyzed from the available experimental data from APG dif
fuser flows. The detailed results are presented in Section IV. 
The eddy viscosity concept is replaced by structural parameters 
to relate various Reynolds stresses to_the turbulence kinetic 
energy as follows: ^ =_at .Ic^u^ — v^ = Ui.k; and w^ — v^ 
= a^.k. From k = {u^ + v^ + w^)l2, the following relationships 
between the normal Reynolds stress components and k can be 
obtained: u^ = by.k;v^ = b2,k; w^ = b^.k; where b[ = {2 + 
2.a2 - a,)/3\ foj = (2 - ^2 - a3)/3; b, = (2 - a2 + 
2.a,)/3. 

Bradshaw et al. (1967) converted the kinetic energy equation 
into an equation for Reynolds shear stress by defining A, for 
thin shear flows in which case other stresses are negligible. 
Later, HL80 introduced 02, still using the eddy viscosity concept 
in the case of APG flows. In both of these cases, Oj and 02 were 
assumed to be constants throughout the flow field. As it is 
shown in Section IV, the structural parameters a^, 02, and a^ 
are not constants. The parameter 03 is proposed in the present 
study, since both ^2 and 03 are necessary to represent flow 
anisotropy in transverse and span-wise directions, respectively. 

The Kinetic Diffusion and Production Terms of the k-
Equation. The original diffusion term, D, of the /:-equation, 
Eq. (1) contains triple velocity correlations which have to be 
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â l = uv/k 

1c 

* f f o 

100 1000 

a = uv/k 

lb 

liOWl42 

- X • -0.65m + X ' 0.00m 5|f x - 0.09m 

D X - 0.19m X X " 0.29m ^ x • 0 .38m 

XlilL .1 I i i u i i . i l l t I I i i m ' • • • " " I 

-0,2 

1000 toooo 

now143 

+ X"0.5?m * x'1.049m O jcl .Bim 

_ j • • 1 — 1 — • 1 I • • ' I • ' 

I = u v / k 

^ 

+ 

+ 

llowTU , 

' X - 0.30m + X • 0.42m T^ X 

1d 

O.fiSm 

1000 

Fig. 1 Transverse variation of tlie structural parameter |ai| {=uv/k) at different iongitudinai measuring 
stations in the four APG diffuser flows. In Figs. 1 (a), 1 (ft), 1 (c), and 1 (d), Stations in FLOW 141, FLOW 142, 
FLOW 143 and FLOW TU, respectively, are shown. 

modeled in terms of Reynolds stresses. Amano and Goel (1987 ) 
tested four triple correlation models against the experimental 
data from a backward facing step. This work indicates that 
HL72's symmetric expansion into gradients of Reynolds 
stresses yields the best results. Thus, their model is selected 
here: UiUjU/, = —Csk/e(UiUidujUi,/dxi + UjUiduiuJdxi + 
UtUiduiUj/dxi). This model replaces the isotropic gradient dif
fusion form of the k-e models found in the literature. Throughout 
the model development, the flow is assumed two dimensional 
for simplicity, and hence, the mean velocity and gradients in 
the third direction are neglected. When expanded in r - ^ 
coordinates the turbulent diffusion term becomes, 

-dldXii^k) = d/dx{C,k/e[i?(dk/dx + du'ldx) 

+ uvidk/dr + du^/dr + duv/dx) + v^duv/dr]} 

+ l/r .d/dr{rC,k/e[u^duv/dx + uv{dk/dx 

+ duv/dr + dv^/dr) + V\dkldr + d?/dr)]}. (3) 

This expansion is similar to Henau et al.'s (1990). The Reyn
olds stresses in Eq. (3) are then expressed in terms of k using the 
structural parameters. The isotropic gradient diffusion model. 

-d/dxi(uik) = dldx{vTlok-dkldx) + llr .dldr{rvTl(^k-dkl 
dr), where i/j = CJ<?-lt, can be obtained from Eq. (3) by 
invoking isotropy. With the assumption of isotropy, the relation
ship between C^, cr*, and C, can be obtained as, CJa,, = (10/ 
9)Cs. The model constants of the present study are given in 
Section VI. 

The production term, P^, is incorporated without neglecting 
any normal stresses as the axial mean gradients and additional 
strains are not negligible for a conical diffuser. Thus, the rate 
of production of fc, Pj is: 

uiuj.dUj/dXi = [uv'.idU/dr + dV/dx) 
I I 1 

I 
v^).dU/dx + (w^ 

- I I 1 I 
- v^).V/rl 
-III 1 

(4) 

Here, Terms I, II, and III, respectively, represent the production 
due to basic shear, due to irrotational strain and due to lateral 
divergence specific to conical geometry. By using structural 
parameters, Eq. (4) becomes, 

UiUj. dUj/dxi 

= k.[ai.(dU/dr + dV/dx) + ai.dU/dx + a^.V/r]. (5) 
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Fig. 2 Transverse variation of the structurai parameter ai{=u'-v')/k at different iongitu-
dinal measuring stations in tlie four APG diffuser flows. In Figs. 2(a), 2(5), 2(c), and 2(d), 
stations in FLOW 141, FLOW 142, FLOW 143, and FLOW TU, respectively, are sliown. The 
legend is the same as in Fig. 1. 

The e-equation. The terms of the e-equation, Eq. (2), are 
modeled similar to the basic k-e model given in Section II, except 
for the rate of turbulent diffusion, D,, and the rate production, 
Pf. The turbulent diffusion of the dissipation rate is modeled ac
cording to the HL72 model: d/dx^iu/^) = dldxl-CJi 
/eutUide/dxi)]. In cylindrical-polar coordinates, this model 
leads to the following: 

D, = -d/dx[C,k/e(t?de/dx + mde/dr)] 

+ llr.dldrlrCJcleimdeldx + V^deldr)]. (6) 

The production of e is taken as similar to that of /t-production 
except that the generation due to irrotational strains are 
multiplied by a coefficient C^ such that C^ > d (HL80). 
Thus, the generation of e is given by, 

P, = ~e/k[[C,t.at.(dU/dr + dVldx) 

+ C,3a2. dUldx + Qi. a-,. V/r]. (7) 

IV Model Evaluation 

Structural Parameters. Four adverse pressure gradient 
diffuser flows were selected for the evaluation of structural 
parameters and their behavior. These four flows are, FLOW 
141, FLOW 142, and FLOW 143 of the 1981 AFOSR-HTTM 
conference (Kline et al., 1981) and an eight degree conical 
diffuser (Turan, 1988, referred as FLOW TU hereafter). In 
addition to having almost complete sets of experimental turbu
lence data, these flows have different enough APG characteris
tics to help assess generality of the structural parameter concept. 
FLOW 141 is an increasingly APG planar diffuser flow; 
whereas the others are decreasing APG conical diffuser flows. 

FLOW 143 has high core turbulence. FLOW TU has a fully 
developed inlet; whereas the others are boundary layer flows. 

In Figs. 1 to 3, plots of the structural parameters, a^ 02, and 
a,, respectively, are given as a function of y" .̂ In Figs. 1(a), 
2(a) , and 3(a) , the structural parameter development is given 
at Stations x = 2.38 m and ;c = 2.89 m of FLOW 141 in steeply 
increasing APG; whereas Station x = 3.38 m is in decreasing 
APG (x = 0 indicates diffuser inlet). In Figs. I (b), 2ib), and 
3 (fc ), the first 6 stations of FLOW 142 are presented. Of these, 
the last 3 stations are in steeply decreasing APG; whereas the 
first 3 are in the pipe and at the entrance to the diffuser. In Figs. 
1(c), 2(c) and 3(c) the development of the three structural 
parameters in high core turbulence caused by a highly disturbed 
inlet is shown in FLOW 143. The variation of the structural 
parameters in FLOW TU, an 8 degree conical diffuser, are 
presented in Figs. 1(d), 2{d), and 3(d) . The three stations 
shown are in mildly decreasing APG. Due to the experimental 
difficulties, ai, 02, and a, cannot be obtained for y* < 20. 

Four zones are identified in the transverse direction in Figs. 
1 to 3 for the structural parameters, a,, 02, and 03: 

1 The Wall Region. y+ < 10. In this region, the asymp
totic near wall behavior of the structural parameters is_estimated 
from the asymptotic_behavior of Reynolds stresses: u^ = 

*');v^ = al.y^'+ 0(y^'y,w'' = al.y^'+ 
m = a„„.y« -H Oiy^"); k = a^.y^'^ + 0(y^'); 

where a„ = 0.36; a„ = 0.009; a„ = 0.19; a„„ = 0.00072; a,, = 
0.083. The coefficients are taken from Kim et al.'s (1987) 
channel flow simulation data at Re - 6,500. 

2 The Logarithmic Region. 20 < 3; + < 250. In this region, 
parameters a,, 02, and a, follow a logarithmic variation with 
respect to y*. 

al.y-' + 0(y 
0 (y« ) ; 
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Fig. 3 Transverse variation of the structurai parameter aa (=iv' - v'')/k at different longitu
dinal measuring stations in the four APG diffuser flows. In Figs. 3(a), 3{b), 3(c), and 3((f), 
stations in FLOW 141, FLOW 142, FLOW 143, and FLOW TU, respectively, are shown. The 
legend is the same as In Fig. 1. 

3 The Constant Region. 
are approximately constant. 

Here, all the structural parameters 
y^ > 250. 

4 The Core Region. Here, large scatter is observed due to 
division by small experimental values used in calculating the 
structural parameters. The uncertainty in the calculations due 
to experimental error is high in this region. Constant structural 
parameters may be assumed in the core without causing large 
errors due to weak turbulence and mean gradients. 

The extent of the constant region depends on core turbulence 
and on increasing or decreasing APG. The constant region ex
pands when the flow approaches equilibrium; whereas the loga
rithmic region is observed in all three decreasingly APG flows 
tested. In increasing APG, given in Figs. 1 (a), 2 (a ) , and 3(a) 
only two of the four regions identified above in decreasing 
APG, are present, namely, the constant region and the core 
region. The reason for this observation can be due to lack of 
experimental data for j ^ < 100 in this flow, where the logarith
mic region is expected. Each of the structural parameters is 
modeled below according to the four regions identified above. 

1 Parameter aj = w)/k. This parameter represents the re
lationship between the energy transferring (uv) and energy con
taining eddies (k). A flow disturbance which maximizes the 
momentum transport, increases Oi, and a flow disturbance which 
increases the turbulence kinetic energy without contributing to 
the momentum transport, reduces Ui. Thus, in APG flows, due 
to production of k by irrotational strain, lower values exist than 
in ZPG flows. The originally proposed value of constant | Ui | 
is 0.30. I ai I = 0.22 has been found to fit the constant Ui region 
here. 

In all the flows examined, the extend of the constant Oi region 
increases as the flow becomes more and more developed, as 
seen in Fig. 1(d) for the fully developed case of FLOW TU. 
A similar pattern exists in the last stations of the FLOW 142, 
and hence, these stations are not shown here. This result is in 
agreement with previous observations of constant Ui in equilib
rium boundary layers. The value of the constant changes with 
the pressure gradient. For example, stations which are in a steep 
adverse pressure gradient such as ;c = 2.89 m in FLOW 141 
and X = 0.57 m in FLOW 143, assume smaller values as seen 
in Figs. 1(a) and 1(c). At these stations, the extent of the flat 
region of a, versus y* can be attributed to the direct produc
tion of u^. 

High core turbulence is expected to reduce Oi, as can be seen 
in Fig. 1(c) from the values calculated for FLOW 143. Close 
to the wall, all flows show smaller values which can be attrib
uted to the wall effect (preferential damping of the normal 
component) leading to poor correlation. 

2 Parameter 02 = (u^ - v^)/k. As seen in Figs. 2(c) to 
2(d), in all the flows examined, higher values of 02 are calcu
lated near^the wall. This effect can be attributed to large produc
tion of M̂  close to the wall due to high mean shear, and the 
wall damping effect on v^. The value of 02 decreases steeply 
away from the wall as soon as the APG effects are felt. These 
effects, as discussed previously, increase i>̂  and decrease u^ 
making 02 small. After this region, aj becomes nearly constant 
and approximately equal to 0.5, the extent of which once again 
depends on the status of equilibrium in the flow. In addition, 
the APG effects are much more pronounced in distorting the 02 
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Fig. 4 The four region representation of tfie structural parameter |a, |, 
given by Eq. (8a). Semi-logaritlimic and iinear piots are presented in 
Figs. 4(a) and 4(b), respectiveiy, to liigfiiight the logarithmic and con
stant regions. D, experimental data from the last station of FLOW TU (x 
= 66 cm), shown as an example. 

0 200 400 600 800 1000 1200 1400 

y+ 

Fig. 5 The four region representation of the structural parameter as, 
given by Eq. 8(b). Semi-logarithmic and iinear plots are presented in 
Figs. 5(a) and 5(b), respectiveiy. The legend is the same as in Fig. 4. 

curve at a particular station than the Ui curve. a2 reaches a 
nonzero value of 1.56 asymptotically as the wall is approached; 
and hence, it represents large anisotropy close to the wall. 

3 Parameter as = (w^ - v^)/k. As_seen in Figs. ?>{b) to 
3(d) , due to the wall damping effect on v^, a, is high near the 
wall, and falls off sharply away from the wall. This behavior 
of as is similar to that of Ui in the APG flows examined. The 
constant value of a^ is approximately 0.1. In the case of FLOW 
142, 03 becomes negative at the inlet of the diffuser approxi
mately half way between the wall and the center line, as shown 
in Fig. 3{b), similar to the behavior of a2 in the same region 
in this flow shown in Fig. 2(b). BotlLof these patterns can be 
attributed to the direct production of v^ at the edge of the shear 
layer. 

As a result of these observations, it can be concluded that 
the structural parameters can be expressed as follows at any 
station: 

«i = (/Si.y"") + (flti + bu. log y"") + (a.i), (8a) 

ai = («2 - Pi-y"^) + («i.2 + bi2- log y*) + (aa), (86) 

^3 = (a3 - Piy"-) + (au + bu. log y^) + (a.j), (8c) 

I — / < 1 0 1 I—20</<250—' I—/>250 

The wall region behaviors are given by the following: a, = 

fiy^) = Pi-y"; «2 =fiy^') = «2 - p2.y^'\ a, =f(y') = 
as - Pz 'y*^; where /0, = aja^; oij = a^/a^; ^2 = allak and 
tta = a%lak. The modeled behavior of ai, Oz, and a^ is illustrated 
in Figs. 4 to 6, respectively, in semi-log and Unear plots. Hence, 
along with the correct near wall behavior of the predicted Reyn
olds stresses without requiring a wall damping function, such 
as /^ , only the averaged turbulence quantities are required to 
be similar, instead of requiring similarity of the mean and turbu
lence fields, as would be the case with the eddy viscosity model 
(in that case, the near wall behavior would be, u^ ~ 0{y^^), 
u^ ~ 0(3;*^) and uv ~ 0{y*^)). 

Evaluation of the Kinetic Diffusion Term. FLOW TU 
has been used for evaluating the modeled triple correlations and 
diffusion term, since triple velocity correlation measurements 
are not available for the other three APG flows examined here. 
In Figs. 7(a) to 7 ( / ) , respectively, comparison is presented of 
experimental and modeled u^,uv^,uw^,u^v,v^, and vw^ corre
lations at station x = 66 cm (from the inlet of the 72-cm dif
fuser) . Similar predictions are obtained at the remaining stations 
of this flow. In general, agreement is obtained within experimen
tal error, except in the cases of v^ and uw^, as seen in Figs. 
7(e) and 7 ( / ) . 

Comparison of the total diffusion term, Eq. (3) (the HL72 
model), with experimental data and the scalar gradient repre
sentation, is shown in Fig. 8 with C, = 0.11. Agreement with 
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= ( w ^ - v ^ ) / k uw (m / s ) 

0,1 1 1000 10000 

V Numerical Procedure 
Only the k and e transport equations are solved here by in

putting the necessary mean flow data. FLOW TU is used for 
this purpose. The equations are solved radially for four stations 
by inputting the axial gradients. Control volume approach is 
used to obtain the algebraic equations with Patankar's power 
law scheme for approximating the control volume face values 
(Patankar 1980). The additional nongradient diffusion terms of 
the present model are integrated according to the control volume 
approach. This additional kinetic diffusion cannot be used in 
calculating the Peclet number. Errors due to the power law 
scheme are not investigated here, although the power law 

2 
UV 

1 • o ^ 

(m^/s^) 

1 .00 = ° / 

7b 

u V ( m / s ) 

0.04 0.06 

r ( m ) 

Fig. 7 Comparison of the HL72 modeled (soiid line) and experimental 
(D) triple velocity correlations uWjui, In the last station, x = 66 cm, of 
FLOW TU. Hot-wire measurements were corrected for yaw and high 
turbulence intensity (Turan, 1988). In Figs. 7(a) to 7(f) , respectively, 
transverse variations of o^, uv^, uw', u V , v^, and wi' are given. 

0 200 400 eOO 800 1000 1200 1400 a 

4 

Fig. 6 The four region representation of the structural parameter a^, s 
given by Eq. 8(c). Semi-logarithmic and linear plots are presented in 
Figs. 6(a) and 6(b), respectively. The legend is the same as in Fig. 4. 

experimental data is observed except for the oscillations in mod
eled terms around the centerhne and close to the wall. These 
oscillations are due to differentiation of discrete experimental 
values. The near wall behaviors of both the scalar gradient 
diffusion and the HL72 model are incorrect with respect to the 
expected asymptotic behavior of the unmodeled diffusion term, 
0{y'^^). The scalar gradient and HL72 modeled diffusion terms 
have Oiy*^) and OCy*") variations, respectively. Since the rate 
of turbulent diffusion close to the wall is negligible compared 
to the rate of viscous diffusion and dissipation, the incorrect 
near-wall behavior has been found not to affect k and e predic
tions here. 

Fig. 7 (Cont.) 

scheme is known to give large errors at a Peclet number of 2. 
The first experimental data point is given as the wall boundary 
condition. The results are shown with a grid equivalent to that 
of experimental data although grid independence has been 
checked. Initial guess independence has also been verified. A 
residual of 10^^ is kept as the convergence criterion for all cases 
presented. Further details are given by Chukkapalli (1993). 

VI Comparison of Predicted k and e With Experi
mental Data 

While scrutinizing the results, two points should be kept in 
mind. First, experimental errors affect the predicted results. Sec
ond, errors due to differentiating discrete experimental points 
lead to oscillations. These two effects are expected to be promi
nent close to the wall. 

The computations were carried out first for a fully developed 
pipe flow. The Reynolds number based on the centerline veloc
ity was 139,000 ± 3000 (Turan, 1988). This flow at the inlet 
of FLOW TU was chosen as a simple test case. For comparison 
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Fig. 8 Comparison of the modeled rate of kinetic energy diffusion of k 
(Eq. (3), ') with experimental data ( • ) and Isotropic scalar gradient 
diffusion model (x) of the eddy viscosity k-c model. The experimental 
data are from the last station, x = 66 cm, of FLOW TU. 
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Fig. 9 Comparison of the predicted k and e with experimental data ( D ) 
f romafu l lydeve lopedpipef low( ln le to f FLOW T U , Re == 139,000, ±3000 ) . 
The eddy viscosity k-e model was used In the prediction with the unmodi
fied Y - 0 constants. 
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0.03 0.04 0.06 

r(m| 

Fig. 10 Comparison of the k and e variations predicted with the eddy 
viscosity k-€ model using the modified Y-O constants (light ilne) with 
the present model (dark Ilne) and with experimental data (D) from the 
same fully developed pipe flow as in Fig. 9. 

with the present model, the eddy viscosity k-e model was also 
used. Out of the several model constants tried, the constants 
derived from the renormalization group (RNG) methods by 
Yakhot and Orszag (referred to as Y-O hereafter, Speziale, 
1991) gave the best results. These model constants are, at = 
0.7179; a, = 0.7179; C^ = 0.0837; C„ = 1.42; C,2 = 1.7215. 
The pipe results are presented in Figs. 9(a) and 9(b). As can 
be seen from these plots, both k and e predictions are within 
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Fig. 11 Comparison of the k and c variations predicted with the eddy 
viscosity k-€ model using the modified Y - O constants with the present 
model and with experimental data from x = 30 cm of FLOW TU. The 
legend Is the same as In Fig. 10. 

Fig. 12 Comparison of the k and c variations predicted with the eddy 
viscosity k-f. model using the modified Y-O constants with the present 
model and with experimental data from x = 42 cm of FLOW TU. The 
legend is the same as In Fig. 10. 
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Fig. 13 Comparison of the k and c variations predicted with the eddy 
viscosity k-f model using the modified Y-O constants with the present 
model and with experimental data from x = 66 cm of FLOW TU. The 
legend is the same as in Fig. 10. 

experimental uncertainty which is given by Turan and Azad 
(1993) to be ±20 percent in e obtained as the closing term of 
Eq. (1) , based on repeatability. 

The computations failed to converge when the eddy viscosity 
k-t model is used with the same constants in the diffuser flow, 
FLOW TU, along with C j in the e-equation. Slight modifica
tions to these coefficients gave good prediction of experimental 
results both in the pipe and diffuser flows, as can be seen in 
Figs. 10(a) to XlCb). In these figures, the k and e predicted 
with the present modified k-e model and with the eddy viscosity 
k-e model using the modified Y-O constants are compared with 
the experimental data. The modified Y-O constants are as fol
lows: fft = 0.7319; a, = 0.7319; C^ = 0.0730; d = 1.42; C,2 
= 1.7235. Cjj = 4.44 (Rodi and Scheuerer, 1986) was used in 
the diffuser flow predictions. These modified constants were 
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calculated with a minimum nodal residual criterion for all four 
stations examined. 

The constants of the present model are as follows: C = 0.11; 
C, = 0.15; C,, = 1.395; C^ = 1.92. These coefficients are 
similar to Hanjalic and Launder's (1976). Here, Ci is derived 
from Ca and Ĉ  using the following expression: C^\ = C^2 — 
3.5C„ as derived by HL72 for a constant shear layer. A C^s of 
2.5 was used by HL80. This value was modified to 4.44 and 
5.6, respectively, by Rodi and Scheuerer (1986) and Henau et 
al. (1990). In the present study, d = 3.49, 6.42 and 4.74, 
respectively, are calculated as the optimum values for the results 
given in Figs. 11, 12, and 13. 

From a comparison of Figs. 9(a) and 9(fe) with Figs. 10(0) 
and 10(^), it can be seen that the eddy viscosity k-e model 
with the unmodified Y-0 constants gives better prediction of 
both k and e in the fully developed pipe flow. This result is 
expected, since the eddy viscosity k-e model and the Y-0 con
stants were developed for simpler (zero or favorable pressure 
gradient) turbulent flows. In the APG diffuser flow as seen from 
Figs. 11(a) to \3(b), an improvement can be observed in the 
predicted k and e when the present modified model is used, in 
comparison with the predictions obtained with the eddy viscos
ity k-e model with the modified Y-O constants. The improve
ment is in that the predicted slopes are closer to the experimental 
ones when the present model is used. Since the gradients of 
Reynolds stresses calculated using structural parameters are 
needed in the averaged mean equations, the present model is 
expected to give better prediction of the mean flow field for 
engineering applications. 

The improvement obtained in predicting k and e with the 
present model is less than expected with the improved represen
tation of Reynolds stresses and kinetic diffusion. This discrep
ancy can be attributed to the poor modeling of the terms of the 
e-equation, as also indicated by the lack of generality of the 
model constant Qs. As mentioned before, various terms of the 
e-equation should be modeled by logical approximation of the 
exact terms rather than adopting the A:-equation modeling. 
Therefore, experimental results from complex cases, or direct 
numerical simulation data of simple flows, are needed of the 
terms of the exact e-equation for testing the modeled terms. 

VII Conclusions 

The development of structural parameters a j , aa, and a^ is 
examined in four APG plane and conical diffuser flows. A third 
structural parameter, a^, is introduced in addition to at of HL72 
and fl, of Bradshaw et al., to account for the production of k due 
to lateral strain for conical cases. It is shown that the structural 
parameters are not constant in these flows. A four-region de
scription is proposed for each structural parameter, which in
cludes the near wall limiting behavior for >)+ < 10 followed by 
a logarithmic region and a constant region. 

A modified k-e model is developed which uses structural 
parameters instead of the Boussinesq approximation in estimat
ing Reynolds stresses. The rate of kinetic diffusion of k is de
rived from the expansion of triple correlations using the HL72 
modeling which reduces to the conventional scalar gradient 
diffusion form if isotropy is assumed. Similarly, the rate of 
kinetic diffusion of e of the full Reynolds stress model of HL72 
is introduced in conjunction with the structural parameters into 

the e-equation. With these changes, the modified model enables 
better prediction of k and e in an APG turbulent diffuser flow. 
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The relative intensity, skewness, and flatness of fluctuating streamwise velocity along 
the centerline of an 8 deg included angle conical diffuser show dramatic rapid growth 
in the final stages of the flow under the increasing influence of growing instantaneous 
reversals in the wall-layer. Pulsed-wire anemometry was effectively used for the 
measurement of quantitative instantaneous reversals and the turbulent flow field. In 
the severe adverse pressure gradient of the diffuser flow, the maxima of the streamwise 
and transverse fluctuating velocities, Reynolds shear stress, and turbulent energy 
production coincide and move away from their near-wall position in the pipe, also 
the velocity triple products show completely opposite nature as compared to the pipe 
flow. These measurements reveal the strong influence of instantaneous backflow on 
the structure of turbulence. The present results further corroborate the ability of the 
"structural" turbulence model of Nagano and Tagawa (J990) to predict velocity 
triple products in an axisymmetric diffuser flow. 

Introduction 
The efficient performance of conical diffusers is very im

portant in practice as these are critical elements in turbomachin-
ery and commonly used in many other flow devices to increase 
pressure and reduce kinetic energy of the flows. This has led 
to a significant number of experimental and computational in
vestigations. The flow in a conical diffuser is one of the complex 
turbulent flows reviewed by Bradshaw (1975). In the initial 
region of a conical diffuser the flow is subjected to sudden 
perturbations of severe adverse pressure gradient, streamline 
curvature, lateral divergence, and extra strain rates, resulting in 
the initiation and growth of instantaneous backflow in the waU 
layer. Smits and Wood (1985) have reviewed the behavior of 
turbulent boundary layers subjected to sudden perturbations and 
highlighted the limitations of modehng multiple perturbations 
as we do not know a priori how their nonlinear interaction may 
proceed. This makes conical diffuser flows nearly intractable 
for accurate prediction of the turbulence flow field employing 
most of the present turbulence models (Lai et al., 1989; Cho 
and Fletcher, 1991). Therefore, to vaUdate prediction models 
and to enhance our understanding of the complicated axisym
metric separating flows, extensive experimental investigations 
must be conducted using new measurement techniques (e.g., 
Dengel and Femholz, 1990) to obtain some accurate informa
tion about the turbulent quantities and quantitative instantaneous 
backflow. 

An eight-degree total angle conical diffuser with an area ratio 
4:1 has highest effectiveness of all the conical diffusers (Sovran 
and Klomp, 1967). This optimum geometry was selected for 
the present study. The local turbulence intensity level (over 80 
percent in the wall region) in this diffuser was much higher 
than most of the other complex shear flows (Ruderich and 
Fernholz, 1986). Most of the earlier studies in the near-opti-

* Data have been deposited to tlie JFE Data Bank. To access the file for this 
paper, see instructions on p. 544 of this issue. 
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December 26, 1993; revised manuscript received October 21, 1994. Associate 
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mum-geometry conical diffuser flows used conventional pres
sure measurements or hot-wire anemometry, which were unable 
to detect and take into account the presence of instantaneous 
backflow. In the present study the pulsed-wire anemometry 
(Bradbury and Castro, 1971; Castro, 1992) has been used to 
measure turbulent flow field. The results are presented for Reyn
olds number (=f/;„D,/j/) of 6.9 X 10", based on the mean bulk 
velocity, U,,-, ( = 10.5 m/s), and diameter, D,, of the pipe. The 
main objective of this research was to study the behavior of 
turbulence in a strong adverse pressure gradient conical diffuser 
flow to increase our understanding of highly turbulent axisym
metric separating flows. Another objective was to provide a 
more accurate and reliable data set for turbulence model devel
opment. A comparison of the measured triple velocity correla
tions with the predicted results of a structural turbulence model 
according to Nagano and Tagawa (1990) is also presented. 

Experimental Equipment and Procedure 
The wind tunnel facility used for the present measurements 

has been described previously by Okwuobi and Azad (1973) 
and Singh and Azad (1993). Briefly, the air from a 25-hp 
variable speed centrifugal fan is blown through a 2.20 m long 
settling chamber containing three sets of fine mesh double 
screens before it enters a circular contraction nozzle of nominal 
area ratio 87:1 and a 74 diameter long smooth steel pipe of 
inside diameter, D, = 0.1016 m. To obtain a fully developed 
turbulent flow at pipe exit, one diameter length of pipe at the 
inlet end is pasted with no. 16 floor-sanding paper. The fully 
developed pipe flow is fed to an eight-degree nominal total 
angle conical diffuser which discharges free to the atmosphere. 
The plexiglas diffuser has inlet and outlet diameters of 0.1016 
m and 0.202 m, respectively, thus having a nominal area ratio 
of 4:1 over its length of 0.745 m. Figure 1 presents the conical 
diffuser geometry and position of the stations for measurements. 
Most of the measurements were made at the nine x-stations, 
where x is the axial distance from the diffuser inlet measured 
towards diffuser exit. Each station has eight drilled holes uni
formly spaced in the circumferential direction, and two plugs 
for each hole. The plugs have central holes suitable for position-
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From .contraction cone 

Fig. 1 Conical diffuser geometry. Ail dimensions In mm. 

ing wall static pressure tap tubing and pulsed-wire wall shear 
stress probes. The inside surfaces of these plastic plugs were 
aligned and curved flush with the inner surface of the diffuser 
wall. 

The symmetry and fully developed flow condition in the pipe 
were checked by Okwuobi and Azad (1973). In addition, the 
axisymmetry of the conical diffuser flow was verified by span-
wise wall shear stress measurements and comparing long time 
mean values of turbulence quantities up to fourth moments as 
well as mean velocity at equal distances from diffuser axis. The 
wall static pressures P.„„ were measured with wall static taps 
consisting of 0.70 mm inside diameter square ended steel tubing 
flush mounted in the plugs at the diffuser stations. A static 
pressure probe was traversed along the diffuser wall to obtain 
static pressures at intermediate locations. Hot-wire data were 
obtained with Dantec 55P05 boundary layer probes and Dantec 
55P51 x-wire probes using Dantec 55M01 constant temperature 
anemometers with standard accessories. The usual calibration 
and measurement procedures were followed. Hot-wire measure
ments were corrected for yaw and high intensity of turbulence. 
The x-wire data were checked for their reliability in a fully 
developed turbulent pipe flow, in which the wall shear stress 
could be obtained from the streamwise pressure gradient mea
surements. 

The presence of appreciable instantaneous reversals in the 
present diffuser indicated that the only reliable technique for 
the measurement of mean and fluctuating velocities and skin-
friction in this flow would be the pulsed-wire anemometry (Cas
tro, 1992). The pulsed-wire measurements were obtained using 
PELA Flow Instruments pulsed-wire probes and anemometer 
interfaced to a microcomputer so that on-line calibration and 
measurements could be made. For skin-friction measurements, 
3000 to 5000 samples of time of flight were taken at a sampling 
rate of 10 to 50 Hz. For velocity measurements, 4000 to 10000 
samples of time of flight were recorded at each location, de
pending on the local turbulence intensity and instantaneous 
backflow level, using a sampling rate of 50 to 100 Hz. The 
mean and fluctuating velocities, and the higher moments were 
calculated from the probability distributions obtained by pulsed-
wire velocity probe. The instantaneous backflow was measured 
in terms of the reverse-flow parameter x (Ruderich and Fem-
holz, 1986), defined as the fraction of the time flow moves in an 
upstream direction. Table 1 presents the estimated experimental 
uncertainties of the measured quantities. The hot-wire and 
pulsed-wire calibrations were repeated before and after each 
profile measurement and the data were rejected if the calibration 
changed by more than 1.5 percent. The measurements were 
obtEiined using a hot-wire anemometer wherever possible and 
pulsed-wire technique where essential, based on local instanta
neous reversals and turbulence intensity values. 

Results and Discussion 

Figure 2 presents the distribution of nondimensional wall 
static pressure recovery coefficient, Cp = {Pswix) -

P.„v(pipe)}/(0.5p[/i/), where P,^{x) and Pj„(pipe) are wall 
static pressures at x location in the diffuser and at ;c = -0.025 
m in the pipe, respectively, and p is the mass density of fluid. 
Figure 2 also shows the distribution of friction velocity u^. 
Both Cp and «,,, have the usual trend expected in a severe adverse 
pressure gradient flow. The wall value of reverse-flow parame
ter, Xw, was obtained by pulsed-wire wall shear stress probe at 
0.05 mm above the wall surface. Figure 2 shows that Xw 'ii" 
creases rapidly in the first half of the conical diffuser, whereas 
its rate of increase slows down in the latter half of the diffuser. 
The instantaneous flow reversals begin in the wall-layer near x 
= 0.14 m and grow as the flow moves in a downstream direc
tion. At station 2, x = 0.156 m, x« *** 001 . ie- instantaneous 
backflow was detected about 1 percent of the time. This is the 
position of incipient detachment (ID) according to classification 
of Simpson et al. (1981). Similarly, parameter Xw was 0.20 
nearx = 0.38 m, close to station 6, indicating it to be the position 
of intermittent transitory detachment (ITD). The locations of 
ID and ITD for the present diffuser flow are shown in Fig. 2. 

Castro and Haque (1987) pointed out that the growth of the 
shear layer can be measured in terms of the increase in vorticity 
thickness, A = UcJ\dUldr\^^, where U^L is the centerline 
streamwise mean velocity, U is the local streamwise (or axial) 
mean velocity, and r is the radial distance from the diffuser 
axis. In the present conical diffuser, the distribution of vorticity 
thickness was found to increase continuously at an increasing 
rate, indicating the rapid growth of the wall-layer as the flow 
moves in a downstream direction. In a similar geometry conical 
diffuser, Azad and Kassab (1989) have presented the distribu
tion of the relative strength_of large eddies, SL = [(?^v)niax -
(9^u)min]/(9max)''^. where9^( = M̂  + D̂  + w^) is the turbulcnt 
kinetic energy, and M, u, w are the streamwise, transverse and 
spanwise fluctuating velocities, respectively. In the present flow, 
Sl and Xw were found to have a linear relationship, within exper-

Table 1 Estimated experimental uncertainties of the mea
sured quantities. All uncertainties are quoted at 95 percent 
confidence level. 

Measured quantity 

Distance from the 
wall 

Mean pressure 

IL 
u^ 

2 2 
V , W 

uiJ 
S„, S„, ĴM^ mv, F„ 
U 
u^, T„, rl^i 
S'„, F„ 

A,» Kw 

Measurement technique 

Mechanical dial guage 

Combustion instruments 
micromanometer 

Hot-wire anemometer 
(in the region without 
instantaneous reverse 
flow) 

Pulsed-wire 
anemometer 

Uncertainty 

± 0.2 mm 

± 0.01 mm H2O 

± 2% 
± 5% 
± 8% 
± 15% 
± 15% 
± 5% 
± 10% 
± 20% 
higher of ± 0.005 

or 5% of the 
measured value 
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X (m) 

Fig. 2 Wail static pressure recovery coefficient C^, friction velocity u«, 
and wall value of reverse-flow parameter Xy» <n conical diffuser. Error 
bars represent estimated uncertainty in experimental data at 95 percent 
confidence level. Lines for visual aid only. 
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Fig. 4 Profiles of nondimensional streamwise Reynolds normal stress 
in the pipe and conical diffuser. RL is the local radius at x-station and y 
is the distance from the wall measured in the direction perpendicular to 
the diffuser axis. 

imental error, indicating that the relative strength of large eddies 
increases with the growth of instantaneous backflow in a conical 
diffuser. 

Figure 3 shows that in the latter half of the conical diffuser 
along diffuser centerline, the relative intensity, u'/U^^ (where 
u' is the rms value of M), the skewness factor, 5„, and the 
flatness factor, F„, of the streamwise velocity fluctuations, 
change rapidly and achieve very high magnitudes, under the 
increasing influence of the growing wall-region. The complexity 
of the latter part of a conical diffuser flow is well illustrated by 
this dramatic distribution of turbulent quantities. These results 
also suggest that the growth of instantaneous reversals is re
tarded in the latter half of the conical diffuse under the influence 
of the highly turbulent central region. 

Okwuobi and Azad (1973) detected the presence of an axi-
symmetric surface in a similar geometry conical diffuser flow 
along which the Reynolds shear stress, |MI)|, is maximum and 
the skewness S„ is zero. This local peak \uv\ position is also 
the location of maximum kinetic energy production and the 
maximum Reynolds normal stresses. In the present diffuser, the 
region of instantaneous reversals grows consistently as the flow 
moves downstream but remains confined to the wall region, 
away from the core region and bounded on the top by the energy 
peak line. Hence, the outer extremities of the instantaneous 
reversals region nearly coincides with the location of the local 
I TPv I maxima. These results obtained in a conical diffuser cor
roborate the observation of Simpson (1991) in a separating 
boundary layer that the instantaneous backflow occurs as far 
away from the wall as the maximum Reynolds shear stress 
location. The | mi \ maxima increase as the flow moves down
stream and instantaneous reversals grow in the wall layer. These 
results would suggest that Reynolds shear stress receives a posi
tive contribution from the local instantaneous reversals. In the 
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Fig. 3 Distribution of relative intensity u'/Uct, sliewness factor Su, and 
flatness factor F^ of the streamwise velocity fluctuations along conical 
diffuser centerline. Lines merely indicate the interpreted trend. 

present diffuser the reverse-flow parameter x is not a linear 
function of local axial mean velocity gradient, indicating that 
eddy-viscosity assumptions may not be true in the instantaneous 
backflow regions. The present study thus supports the conclu
sions of Thompson and Whitelaw (1985) and Moser and Moin 
(1987). Further, this is the cause of failure of the boundary 
layer approximations in predicting Reynolds shear stress and 
skin-friction in severe adverse pressure gradient axisymmetric 
flows. 

The distribution of the nondimensional pressure gradient pa
rameter, P* = {vlu%){\lp){dP,Jdx), where v is the kine
matic viscosity of the fluid, was found to have very high values 
and a consistently rising trend in the present conical diffuser 
(Singh and Azad, 1993). This flow also has very high relative 
intensities of streamwise fluctuating wall shear stress, T'„^/T„, 
where T^, is the streamwise mean wall shear stress and r ' „ is 
the rms value of the streamwise fluctuating wall shear stress 
(r„^). The intensity TIXIT„ was found to have a linear relation
ship with parameter P"̂  in a conical diffuser. This is an im
portant relation as it relates a mean flow parameter P* with a 
turbulent flow parameter T'„ITW This shows the ability of P'^ 
to illustrate the nature of wall layer turbulence in strong adverse 
pressure gradient flows. This also indicates that with the in
crease of P ^ , the wall region becomes more and more turbulent. 
Further, with the increase of P"^, the streamwise fluctuating 
velocity in the wall region decreases as a result of the reduction 
in turbulence production rate, as will be discussed later. 

Figure 4 presents profiles of streamwise Reynolds normal 
stress M ,̂ in a nondimensional form. It can be seen that the 
peak of the Reynolds normal stress profiles moves away from 
the wall as the flow moves downstream. However, the peak 
level increases only slightly. Figure 5 shows the profiles of the 
Reynolds shear stress | inJ |. The profiles obtained by jc-wire 
traverses are extrapolated to the wall skin-friction data obtained 
by the pulsed-wire wall shear probe and show a consistent trend. 
Similar to the maxima of the Reynolds normal stress, the peaks 
of the Reynolds shear stress profiles also move away from the 
wall and as the flow proceeds in a downstream direction. In the 
presenKiiffuser flow, the streamwise distribution of the maxima 
of M ,̂ u^, and | Tiv \ indicated that the peak values of the stream-
wise Reynolds normal stress increase by a maximum of about 
15 percent as the flow moves from the diffuser inlet to diffuser 
exit. The overall growth in the level of the û  maxima as well 
as I Mi; I maxima is nearly two-fold, within experimental error, 
as compared to the entry level. The similarity in the develop
ment of the maxima of the D^ and \'uv\ can be used for the 
modeling of the Reynolds shear stress. 

Regarding the accuracy of the present measurements in the 
region of instantaneous reversals and high turbulence intensities 
only u' can be considered as accurate, since they were measured 
using a pulsed-wire anemometer. In these regions the rms values 
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Fig. 5 Profiles of nondimensionai Reynolds shear stress in the pipe and _ 
conical diffuser. Symbols as in Fig. 4. Fig. 7 Distribution of production term v'lau/dy) in conical diffuser. 

Symbols as in Fig. 4. 

of transverse fluctuating velocity, D', and Reynolds shear stress, 
m), data obtained using a hot-wire may be too low due to 
rectification error. However, the extrapolation of |mJ| profiles 
measured away from the wall with an x-wire were not inconsis
tent with the wall values of the independent wall shear stress 
measurements obtained using a pulsed-wire skin-friction probe 
(Fig. 5) . Due to the higher uncertainties in the pulsed-wire 
measurements of v' in the wall region and the small instanta
neous backflow in the outer region of the conical diffuser, the 
hot-wire measurements of v' and MU are assumed to give correct 
qualitative behavior and therefore presented here. 

The loci of the maxima of the Reynolds normal stress and 
Reynolds shear stress move away from the wall as the flow 
moves downstream in the conical diffuser. This behavior of 
the maxima can be quantitatively presented by considering the 
production terms of the partial differential transport equations 
for the streamwise Reynolds normal stress and the Reynolds 
shear stress. The _distribution of the two production terms 
\'uv\{dUldy) a.ndv^(dU/dy), wherey is the distance from the 
wall measured in the direction perpendicular to the diffuser 
axis, are shown in Figs. 6 and 7, respectively, in a dimensional 
form. Here, it should be noted that these production terms are 
approximated without considering other second order terms, 
which may become important near separation, as pointed out 
by Simpson et al. (1981). It can also be seen that under severe 
adverse pressure gradient in the present diffuser the production 
peak quickly moves away from its near-wall position in the 
pipe flow. It can be noted that both the production terms are 
slightly suppressed near the wall and the peak moves towards 
the central region of the radius as the flow proceeds in a down
stream direction. Integration of the curves from the wall to 

the diffuser centerline. So' \uv\{dUldy)dy and /„"' v^{dUI 
dy)dy, indicates that production remains nearly constant, within 
experimental uncertainties, at x-stations. The loci of the maxi
mum values of the streamwise Reynolds normal stress, Reyn

olds shear stress, and their production terms are illustrated in 
Fig. 8. It can be seen that the loci of the maxima move away 
from the wall consistently for the above two Reynolds stresses 
and their production terms in a similar manner. The rate of 
growth is faster in the initial stages, whereas it slows down 
slightly in the second half of the conical diffuser, especially 
near the diffuser exit. 

Figure 9 shows the profiles of skewness factor 5„ in the pipe 
and conical diffuser. It can be seen that in the wall region of 
the final stages of diffuser, where appreciable instantaneous 
backflow is present, the skewness profiles are flat and positive, 
and have a decreasing trend as the wall is approached. Whereas, 
in the initial stages of the diffuser, where no appreciable instan
taneous reversals were present, skewness profiles have a rising 
trend in the wall region, similar to the other adverse pressure 
gradient flows. In the initial stages of the diffuser the skewness 
profiles in the central region are qualitatively similar to that of 
pipe flow. However, in the final stages their profile is distinctly 

y r 
r' 

0.0 0,2 0.4 0.6 0,8 
X (m) 

Fig. 8 Loci of the maximum values of u' and |ut>| and their production 
terms. Line merely indicates the interpreted trend. 
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Fig. 10 Flatness factor of streamwise velocity fluctuations in the pipe 
and conical diffuser. A flatness of 3 corresponding to a Gaussian distribu
tion is also included for a reference. Symbols as in Fig. 4. 

different as compared to the initial region. For each profile 
skewness changes sign from positive to negative at the radial 
location of the maxima of Reynolds shear stress and the produc
tion term, and reaches a minimum value at the centerline of the 
diffuser. In the second half of the diffuser the magnitude of the 
negative skewness of the central region profile increases faster 
than the skewness at the diffuser centerline. Further downstream 
the centerline region of the diffuser has consistently increasing 
negative skewness. 

Figure 10 presents the profiles of flatness factor F„ in the 
pipe and conical diffuser. Due to appreciable instantaneous 
backflow, F„ profiles are flat with lower flatness values in the 
wall region of the final stages of the diffuser. In the wall regions 
of the initial stages of the diffuser flow the flatness factor has 
a rising trend similar to the other adverse pressure gradient 
flows. The F„ profiles at x-stations have minima corresponding 
to the position of zero skewness Su and positions of the maxima 
of the Reynolds shear stress and production. The central region 
flatness in the initial stages of the conical diffuser has profiles 
similar to the pipe flow. However, as the flow proceeds down
stream, the centerline flatness value increases rapidly especially 
in the latter half of the diffuser, indicating an approach to the 
increasingly intermittent core region. 

The important role of the Reynolds shear stress in the analysis 
and modeling of turbulent flows has stimulated attempts at find
ing a physical explanation for its production and transport mech
anism. It is now widely accepted that the turbulent transport 
process of second-order moments is governed almost com

pletely by the coherent structures in a turbulent shear flow. 
Nagano and Tagawa (1990) utilized this experimental fact for 
the development of a structural turbulence model for triple ve
locity correlations mv and vu^ considering their physical behav
ior, on the basis that the triple products of velocity and scalar 
are determined by the dynamical fluid motions such as the 
ejections (Q2-motions) and sweeps (!24-motions). According 
to this model the nondimensional turbulent transport velocity 
triple correlations vuv and Oŵ  can be represented as 

vuv = C[S„ + aji}{n/2)S„] (1) 

(2) 

where, mv = (mv)/(u'v'^) and M^ = (vu^)/(v'u''^); S^ and 
5„ are the skewness factors of the streamwise and transverse 
fluctuating velocities, respectively; C = l/[3{(7r/2)^ - 1}]; 
cTjis is a sign function introduced to make a model independent 
of a coordinate system, a^ = 1 for wu a 0, a^; = - 1 for ITv 
< 0; and 7r = 22/7. 

The turbulent diffusion is determined by dynamic phenome
non associated with organized motions of ejections and sweep, 
and due to this reason the static model, such as gradient-type 
diffusion of second-order moments, are unable to adequately 
describing the third-order moments. The mixed moments vuv 
and vu^ at x-stations were measured and compared with the 
computed values obtained using Eqs. ( l ) - ( 2 ) and the results 
are shown in Fig. 11. It can be seen that the structure of turbu
lence is strongly affected by the severe adverse pressure gradient 
in this diffuser and the velocity triple correlations mv and vu^ 
show opposite sign compared to the pipe flow, indicating re
markable structural changes taking place in the axisymmetric 
separating flows. 

The distribution of turbulent transport U«v, or the normal 
transport of the Tiv shear stress in Fig. 11 shows that as the flow 
moves downstream, the negative values of vuv as found in the 
wall region of the pipe flow increasingly disappear, indicating 
that in the diffuser flow more and more turbulent diffusion of 
Reynolds shear stress, -uv, occurs toward the wall from the 
outer region, i.e., in a direction opposite to the pipe flow. The 
significant regions of positive vuv indicate a downward transport 
of —Ml). Similarly the positive vu^ observed in the wall region 
of the pipe disappears partly as the flow reaches station 4,x = 
0.236 m. In the wall region at the downstream stations of the 
conical diffuser, the increasing negative values of the moment 
vu^ indicate the existence of increasing turbulence energy trans-
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Fig. 11 Distribution of velocity triple products in the pipe and conical diffuser. Present data and 
Nagano and Tagawa (1990) structural model prediction results. Error bars represent estimated 
uncertainty in experimental data at 95 percent confidence level. Lines for visual aid only. 
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port towards the wall from the outer regions, similar to the 
observations in the adverse pressure gradient boundary layer 
flows (Nagano et al., 1993). Similar results were found also at 
the other A:-stations. The present results corroborate that in gen
eral the mixed triple products can be successfully predicted at 
various stations of a conical diffuser by the 'structural' model 
reported by Nagano and Tagawa (1990), however, some devia
tions are found in the core region and in the wall region. These 
deviations can be attributed to the higher experimental uncer
tainties associated with the measurement of the triple velocity 
products in the wall region due to the presence of appreciable 
instantaneous flow reversals and very high turbulence intensi
ties. Also, they can be partially attributed to the limitation of 
the model to predict in the outer region and near the boundary 
conditions. 

Concluding Remarks 
In the near-wall regions of the final stages of an incipient-

separating conical diffuser, the streamwise velocity fluctuations 
were found to be as large as the mean velocities. Under the 
strong adverse pressure_gradient in this diffuser, the maxima of 
Reynolds stresses, u^, u ,̂ and \'uv\, and turbulent energy pro
duction terms coincide and rapidly move away from their near-
wall position in the pipe flow. In a conical diffuser, the instanta
neous backflow region is limited to the wall layer and bounded 
on the top by the region of the Reynolds shear stress maxima. 
The peak value of u} increase by about 15 percent, whereas the 
growth in v̂  maxima as well as |MIJ| maxima is nearly two
fold, as the flow moves from the diffuser inlet to the diffuser 
exit. The present results suggest that the Reynolds shear stress 
receives positive contribution from the growing instantaneous 
flow reversals in the wall layer. Hence, for the prediction of 
Reynolds shear stress in complex axisymmetric flows the turbu
lence models should explicitly account for the presence of in
stantaneous flow reversals. In the final stages of the conical 
diffuser flow, along the diffuser centerline, the relative intensity 
u' I VcL skewness factor S„ and flatness factor F„ show dramatic 
rapid rise under the increasing influence of the growing wall 
layer^ Some features of pipe flow, such as coinciding locations 
for u^ maxima with F„ minima and 5'„ = 0 are also preserved 
in the diffuser flow. In the regions of appreciable instantaneous 
backflow the S„ profiles are flat and reducing towards the wall. 
Under the severe adverse pressure gradient in a conical diffuser 
flow the velocity triple products viiv and vu^ have opposite sign 
as compared to the pipe flow, indicating the existence of totally 
different coherent motions and dynamical flow structures. In 
general, the structural turbulence model of Nagano and Tagawa 
(1990) was able to predict mixed velocity triple correlations at 
various stations of the conical diffuser. 

Data Bank Contribution 
The data files provided on a disk contain the results presented 

in this paper and the axial mean velocity profiles data obtained 
at stations 2, 5, 6, 8, and 9 in the conical diffuser. 
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Calculation of Numerical 
Uncertainty Using Richardson 
Extrapolation: Application to 
Some Simple Turbulent Flow 
Calculations 
Richardson extrapolation has been applied to turbulent pipe flow and turbulent flow 
past a backward facing step. A commercial CFD code is used for this purpose. It is 
found that the application of the method is not straightforward and some aspects 
need careful consideration. Some of the problems are elucidated. The particular code 
used for the present application employs a hybrid scheme, and it does not give 
monotonic convergence for all the variables in all regions as the grid is refined. The 
flow regions and the variables which converge monotonically in these regions should 
be identified first before the method is applied. When this is done Richardson extrapo
lation gives good results in calculating the apparent order of the numerical procedure 
used, as well as obtaining grid independent results with which discretization error 
bounds can be calculated as measures of numerical uncertainty. Even in cases where 
it does not work, the method can be used as an error indicator for some obscured 
user mistakes. This paper also demonstrates several shortcomings of using commer
cial CFD codes. The present findings should help the users of CFD software in 
general, to quantify discretization errors in their calculations. 

Introduction 
Computational fluid dynamics (CFD) is being used exten

sively as a viable research and engineering tool to study physics 
of complex flow phenomenon and to improve design of engi
neering equipment. However, it is not always used correctly, 
and the degree to which the CFD results are being accepted 
is still largely dependent on confidence building measures via 
comparison of "predictions" with experiments. In order to use 
CFD as an independent engineering tool it is necessary to pro
vide some quantitative measures of the numerical uncertainty 
when the predictions are presented alone. 

In the past, the nuclear industry has been concerned with 
numerical uncertainty (see e.g., Ronen, 1988), but their effort 
and findings have, somehow, not propagated to the CFD com
munity. In the field of nuclear reactor analysis a combined 
sensitivity-uncertainty analysis (see e.g., Lewins and Becker, 
1982) is carried out for determining uncertainties due to input 
parameters. The theoretical basis for sensitivity analysis can be 
found in the book edited by Ronen (1988). The NATO Advi
sory Group for Aerospace Research (AGARD) has also been 
concerned with a related topic of validation (see AGARD Proc. 
No. 437, 1988). In recent years, some activities such as forums 
and panel discussions relevant to this topic have been coordi
nated by the Fluids Engineering Division and the Heat Transfer 
Division of ASME. Most of the relevant references in this area 
are cited by Celik (1992) and Celik et al. (1993). As the use 
of CFD has increased rapidly, the concern over the degree of 
computational uncertainty involved in these computations has 
also caught the attention of more and more researchers (see 
e.g., Roache et al., 1986; Ferziger, 1988, 1993; Celik, 1989, 
1992, and 1993; Roache, 1990; Blottner, 1990; Mehta, 1991, 
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and Freitas, 1993). Because of the relatively new nature of 
this area there is not much coherence, nor consensus about 
the definition, the nature, the sources, and the remedies for 
computational uncertainty. 

The overall uncertainty (or the global error) involved in CFD 
results can be due to several sources of errors such as modeling 
error (the inaccuracy inherent to the mathematical model of a 
certain physical phenomenon), domain dependency errors (i.e., 
errors arising from finite representation of a domain of influence 
such as that of flow past bluff bodies), errors due to inaccurate 
implementation of the boundary and initial conditions, iterative 
convergence errors (e.g., incomplete convergence), truncation 
convergence error (errors due to insufficient grid refinement, 
i.e., discretization error). Truncation convergence error should 
be distinguished from truncation error which describes how well 
the differential equations are approximated by the discretization 
and is the residual (or remainder) terms when the numerical 
solution is inserted into the exact continuous equations. (See 
Ferziger (1993) for the relations between these two types of 
errors.) One should also mention the multiple solution errors 
where the assumption of a unique exact solution does not apply 
but a unique numerical solution is still sought. Another com
monly encountered uncertainty is multiple steady-state solu
tions, which can be obtained by using different relaxation fac
tors in iterative schemes or different initial conditions. 

It is beyond the scope of this paper to address all sources of 
the errors mentioned above. Here, the concern is restricted to 
the truncation convergence error. One can define a so-called 
"solution error" as the difference between the exact solution 
of the discretized equations and the numerical solution which 
is obtained after full iterative convergence (Ferziger, 1993). 
This error is a combination of discretization and grid generation 
errors, but when rectangular Cartesian grids are used as is the 
case in the present study, it is believed that the latter should be 
negligible. Some researchers disagree in separation of discreti
zation and grid generation errors and take the latter as part of 
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discretization error. Any numerical solution obtained using a 
convergent and consistent scheme with complete iterative con
vergence and sufficient grid refinement should give the exact 
solution of the continuum problem represented by a certain 
mathematical model, provided that there is no obscure human 
error in the implementation of the overall numerical scheme. If 
there are multiple solutions to the given problem one should 
further assume that these solutions are well-separated so that a 
sufficiently accurate initial guess should allow the method to 
converge to the desired solution. 

Richardson extrapolation (Richardson, 1910) is a relatively 
simple technique for obtaining quantitative measures of trunca
tion convergence errors (or incomplete grid refinement errors) 
(see Roache, 1972; Churchill et al , 1981; deVahl, 1983; Caruso 
et al. 1985; Ferziger, 1988, 1993; Dang et al., 1989; and Pa-
tankar, 1988). The successful applications presented by Kessler 
et al. (1988) and Demuren and Wilson (1994) showed that this 
method can indeed be used as a quantitative error indicator for 
CFD calculations. 

In spite of the positive indications from the above-mentioned 
studies, some problems concerning the application of Richard
son extrapolation, particularly in prediction of turbulent flows, 
remain unresolved. Some of these problems are related to speci
fying a single mesh parameter characterizing the grid fineness, 
identifying regions of monotonic convergence, the implications 
of the use of wall functions, and achieving numerical solutions 
in the asymptotic range. In this paper, applications of Richard
son extrapolation to a developing turbulent pipe flow and turbu
lent flow over a backward facing step are presented, and the 
results relevant to the above mentioned problems are discussed. 

2 Richardson Extrapolation 
For a first order method the error, e, in a numerical solution 

can be expressed as (Richardson, 1910; Roache, 1972; Ferziger, 
1988 and 1993): 

£ * = </> = Uih + a^h^ + a^h^ + (1) 

where <t> is the exact numerical solution to the discretized equa
tions, 4>k is the approximate numerical solution, A is a character
istic discretization parameter, and a,, j = 1, 2, 3, . . . are coeffi
cients which can be functions of the coordinates but do not 
depend on h in the asymptotic range. For sufficiently small h 
where the leading term dominates (i.e., in the asymptotic range) 
Eq. (1) can be written as 

e<,ft = 0 - 4>ah = C{ah)" (2) 

where n is the order of the method, a is the grid refinement 
factor, and C is a coefficient which can be a function of the 
coordinates. If the solution with the grid size h is taken as the 
base case and two more solutions are obtained for coarser grids 
with a = 2 and a = A (note that a values need not be an 
integer, fractional values such as a = 0.5, 0.75, or 1.25 should 
work as well), using Eq. (2) the following three equations can 

be derived (see Celik and Zhang, 1993) from Eq. (2) for the 
three unknowns, namely, n, 4>eu, and C: 

K = In [(02/, - <kA>,)/('t>H - '/>2„)]/ln 2 (3) 

</'ex, = (2"0, - 0 2 „ ) / ( 2 " - 1) (4) 

C={,<j>,u-<i>k)lh'' (5) 

In the above equations, 4> is replaced by </)ext to denote an 
extrapolated value. If h is not sufficiently small higher order 
terms must be included, but this brings in the extra unknowns 
021 ^4 etc. However, for large h, the estimates, although inaccu
rate, are large and indicate that the solution is not acceptable. 
Hence the coarse grid solutions can also be used as error indica
tors. From Eqs. (3) and (5) it is seen that the order of the 
method, n, and the extrapolated numerical solution, 4><:M> are 
independent of the discretization parameter h; but C is not (Eq. 
(5)) . Using the extrapolated value one can define an approxi
mate, relative grid refinement error by 

Br = I (4>t: < ^ ; , ) / < ^ K (6) 

Equations (1) and (2) can be used to derive (Celik and Zhang, 
1993) the following relations for the error ê  for sufficiently 
small h: 

£h = ((t>h - ^ah)Koi - 1); fli t̂ 0 (7a) 

e/. = (0 / , -<^<, / , ) / (a ' - 1); a i = 0 {Ih) 

Equation (3) is meaningful only in case of monotonic conver
gence of the solution to the exact numerical solution as the grid 
is refined. If this convergence is oscillatory (i.e., e„h is equal to 
Ch", -C{2hY, and C{Ahy for a = 1, 2, and 4, respectively) 
it is tempting to replace the argument of the logarithm function 
in Eq. (3) by its absolute value, but there is no theoretical basis 
for this. Richardson extrapolation for cases with oscillatory trun
cation convergence needs further investigation. 

Computational Details 

About the Computer Codes. Simulations were performed 
using two different codes with the same turbulence model and 
the same solution procedure. The first (Code #1) is a commer
cial code, PHOENICS (Ludwig et al., 1989). This code uses 
the well-known SIMPLE (or SIMPLEST) algorithm (see e.g., 
Patankar, 1980) and the control volume approach with a hybrid 
of upwind and central differencing schemes. Two-dimensional 
Navier-Stokes equations or their time averaged forms with a 
turbulence closure model are solved for the primitive flow vari
ables, namely the two velocity components, the pressure, and 
in the case of turbulent flows, the turbulent kinetic energy, k, 
and its dissipation rate, e. From the several options available 
for turbulence modeling, the standard ^-e model (Rodi, 1980) 
was selected for this study. The turbulence model constants 
used were K = 0.435, EWALL = 9, C^ = 0.1643, C. = 0.5478 

N o m e n c l a t u r e 

Cp = pressure coefficient; AP/(0.5pU^) 
Cf = friction coefficient; T„l{0.5pU^) 
Cj = turbulence model constant 
C^ = turbulence model constant 
D = pipe diameter 
e, = relative error 
k = turbulent kinetic energy 

H = step height 
h = grid size 
L = total length of pipe 

/, = turbulence length scale 
n = apparent order of the method 
P = pressure 

«^ = friction velocity 
Ui„ = inlet velocity 
U = velocity in axial direction 
V = velocity in transverse direction 
X = axial coordinate 
Y = coordinate in the transverse direc

tion 
y„ = distance from the wall 

y ̂  = dimensionless length in transverse 
direction (= u^y/v) 

a = grid refinement parameter 
K = Von Karman constant 
(j) = general dependent variable 

ĉ ext = numerical, extrapolated value 
v = kinematip viscosity 
v, = turbulent eddy viscosity 
E,, = absolute trunction error 
e = dissipation rate of turbulent kinetic 

energy 
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Fig. 1 Geometry for the backward facing-step flow showing the calcula
tion domain along with some grid parameters 

( Q = Q C ; = 0.09), C„ = 1.44, C2s = 1.92, cr, = 1.0, and 
(TE = 1.314; the notation for these constants is the standard 
notation used in the literature (see e.g., Rodi, 1980). The turbu
lence length scale is calculated from /, = Qfc^'^/e and the turbu
lent eddy viscosity is calculated from v, = C'^l,V^. 

The second code (Code #2) is a readily available working 
version of the well-known TEACH code (Gosman and Pun, 
1973; Durst and Loy, 1984). This code has essentially the same 
solution procedure as in PHOENICS. The turbulence model 
constants in TEACH were slightly different from those used in 
PHOENICS but when the same constants were used later on, 
the results did not show any difference. 

In both of these codes a hybrid of the first order upwind 
differing scheme and the second order central differencing 
scheme is used for the convective terms, and the latter is used 
for the diffusion terms. Hence, the formal order of accuracy 
should be such that 1 s n s 2 for truncation error. 

Boundary Conditions. At the inlet, uniform profiles were 
specified for all variables; the transverse component of the ve
locity was set to zero. Since the present results are not compared 
to measurements no attempt was made to match the measured 
inlet profiles. At the outlet, convective outflow boundary condi
tions were imposed on all variables except pressure. This 
amounts to imposing zero first derivatives. At the wall bound
aries, the wall function approach was used (see e.g., Rodi, 
1980) where the shear stress was calculated from the log-law 
velocity profile. The near wall values of k and e were fixed at 
the first grid node inside the calculations domain according to 

k = ull{C,y'\ e = {C,e'^)l{Ky„) = ull{Ky„) (8) 

where ŵ  = (rjp)^'^ is the friction velocity, and y^ is the 
normal distance from the wall. Since the log-law is valid only 
in a certain region of the boundary layer such that y^ = («*)')/ 
jy > 30 this becomes a problem in grid refinement. 

Description of the Cases Studied. The first case studied 
was turbulent developing flow in the entrance region of a pipe at 
Reynolds number. Re = 2700 and 2425, with the fluid density, p 
= 877.84 kg/m^ the pipe diameter, D = 0.01905 m, and the 
pipe length, L = 5.0 m. These flow parameters were selected 
because there were some measurements available which were 
used as a guide to avoid mistakes. 

The second case was two-dimensional, turbulent flow over a 
backward facing step with a step height H = 11.43 mm, v = 
1.56 X W^ m'/s, and Re = Ui„H/v = 32400, where f/,„ = 
44.2 m/s is the average flow velocity at the inlet. The geometry 
and the relevant dimensions for this case is shown in Fig. 1. 

Grid Distribution. For the pipe flow, the first set of calcu
lations were performed by distributing the grid uniformly in 
both coordinate directions; Ax and Ay were not necessarily 

Table 1 Grid-dependence of turbulent pipe flow calcula
tions (Code #1) 

Re = 

Case 

TPLl 
TPL2 
TPL3 
TPL4 

= 2700;D = 

Grid 

10*10 
20*20 
40*40 
80*80 

= 0.02 m; U„^ = 1 m/s; 

AP/0.5pUl,, 

16.4 
21.7 
23.5 
23.0 

p = 877.84 kg/m' 

' - 'max ' ^nve 

1.343 
1.395 
1.402 
1.389 

^ * ' t ^ a v c 

0.06 
0.06 
0.06 
0,10 

equal. A second set of calculations were performed by fixing 
the first grid node near the wall and then sequentially increasing 
the number of points in the remaining region by a factor of 
two. As explained later the first grid node near the wall needed 
to be fixed to keep y^ sufficiently large. 

The grid distribution for the backward-facing step flow was 
uniform in the axial direction. The grid nodes near the wall 
boundaries were fixed for all calculations as shown in Fig. 1 
again to keep y"̂  at these nodes sufficiently large. The grid lines 
marked in Fig. 1 pass through the cell faces. The number of grid 
nodes in the regions marked as NYl and NY2 were distributed 
uniformly with some reasonable values at first, then they were 
doubled sequentially for finer grids. The grid spacing in these 
two regions were not equal. 

Results and Discussion 

Turbulent Flow in the Entrance Region of a Pipe. The 
relevant mean flow quantities are listed in Tables 1 and 2. The 
maximum residuals (not normalized) for P , U, V, k, and e 
were 7.0E-6, 9.1E-5, 7.0E-3, 6.6E-6, and 2.0E-3, respectively, 
for PHOENICS calculations; for TEACH calculations those 
were 9.5E-3, 5.5E-2, 1.5E-1, 5.6E-6, and 3.8E+5. The large 
residuals were most of the time for the case of finest grids. It 
is not clear why the residuals from the two codes are so differ
ent, but it is most probably due to implementation of pressure 
boundary conditions at the outlet. The cases with large residuals 
were run for thousands of more iterations and no significant 
change was observed in the flow variables which are presented 
here. 

Tables 1 and 2 show that, there are significant differences 
between the two sets of calculations using two different codes 
which use essentially the same methodology. For example. 
Code #1 gives a dimensionless pressure drop of 23 whereas 
Code #2 gives a value of 37 for the same parameter. As the grid 
is refined uniformly, the calculations from Code #2 converge 
monotonically, but those from Code #1 converge in an oscilla
tory manner. Hence, Richardson's extrapolation can be applied 
to Code #2 but not to Code #1 results. 

If we let <f> represent the dimensionless pressure drop for our 
problem, and use the results from the first three set and the last 
three set of grids given in Table 2, the method gave <̂ ext = 53.2, 
and n = 0.4; and <̂ exi = 42.3 and n = 0.8 for the first and last 
three sets of grids, respectively. The theoretical (or formal) 
order of the method should be at least equal to one, if the 
boundary conditions are implemented correctly, because the 

Table 2 Grid-dependence of turbulent pipe flow calcula
tions (Code #2) 

Re = 2700; D = 0.02 m; t/.. 1 m/s; p = 877.84 kg/m=' 

Case Grid AP/0.5pl/t„ uJU„ 

TPLl 
TPL2 
TPL3 
TPL4 

10*10 
20*20 
40*40 
80*80 

19.5 
27.6 
33.8 
37.4 

1.276 
1.335 
1.37 
1.387 

0.10 
O.ll 
0.13 
0.14 
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Fig. 2(a) Variation of turbulent Idnetic energy in the radial direction 
(Code#1) 

0.0100 

0.0075 -_ 

~ 
. 

_ 

1 • 1 1 1 1 1 > 1 > 1 1 1 1 1 r . 

, / . - • • ^ -

20X20 grid / / , • . - ' 

80X80 grid / / / y 
/ / . • • ' . ' ' ' 

/ / •' ^ 

/ / •' ' ' 

/ / y ~ 
/ / • • • • • / ' 

/ / ••• / 

/ ' • • • ' ' 

/ ' ' ••• ' • 
1 1 •• / ~ 

I ' •••'' 
I 1 i 1 
1 1 : i 

, , 1 , , ' 1 •, i , 1 , , 1 . , 1 . , 

0.0025 

0 0.01 0.02 0.03 0.04 0.05 0.06 

Turbulent Kinetic Energy 

Fig, 2(i>) Variation of turbulent kinetic energy in the radial direction 
(Code #2) 

scheme used is the hybrid scheme. One can conclude from here 
that either there is something wrong with the calculations or 
the 10 X 10 and 20 X 20 grids are too coarse and solutions are 
not in the asymptotic range. To find out more details about 
the numerical solution the turbulent kinetic energy profiles are 
investigated next. 

Kinetic energy profiles presented in Figs. 2(a) and 2(b) 
show an unrealistic behavior near the wall for Code #1; for 
Code #2 there is no apparent improper behavior. The calculated 
y* values at the first grid node ranged approximately from 12 
for the 10 X 10 grid to 1.0 for the 80 X 80 grid for both codes. 
Evidently, the way that the wall functions were implemented 
in Code #1 must be different than that in Code #2. The calcu
lated ^-profiles signal a misuse on part of the user, that is, the 
y'^ values are too small and the log-law is not apphcable in this 
region. This may also explain the large residuals obtained for 
the e-equation. 

A second set of calculations was performed for the pipe flow 
with Code #1. This time the first grid node near the wall was 
fixed so that y'^ was approximately 20 for Re = 2,425 and 32 
for Re = 10,000. The results were almost the same for uniformly 
distributed grids of 7 X 40, 12 X 20, 12 X 40, and 22 X 40; 
the calculated mean flow parameters had the following values: 
2AP/pUm^ = 12.8, f/max/t/in = 1.176, and uJUin = 0.079. 
For Re = 10,000 these values were: 2AP/pUm^ = 4.96, Umax/ 
Uin = 1.2, and u^/Uin = 0.065. In the above calculations the 
friction velocity, u^, was calculated from u^ = ( C " ' ^ ) " ' which 
follows from Eq. (8). 

The above results constitute a good example of how Richard
son extrapolation can be used together with physics to identify 
sources of errors and mistakes. 

Turbulent Flow Over a Backward Facing Step. This 
flow situation was approximately the same as one of the cases 
(the undeflected wall case) investigated experimentally by 
Driver and Seegmiller (1985) which is also a test case for the 
Collaborative Testing of Turbulence Models (Bradshaw et al , 
1991). Since in this paper, the objective is not to compare the 
results with experiments, not much effort was made to match 
the simulation conditions exactly to those of the experiments. 
Only Code #1, PHOENICS, was used for this case with four 
sets of grids, namely, 20 X 18, 36 X 36, 68 X 72, 132 X 144 
in the y- and .«:-directions. 

Observation of the y* values at the first grid node inside the 
calculation domain along the wall has shown that the condition 
for being in the log-law region (i.e., y'^ > 3.0) is not satisfied 
in most of the recirculating flow region behind the step. This 
is of course the case in many other calculations where the wall 
function approach is used. Due to the presence of at least two 
singular points in this region, namely the comer stagnation point 
and the reattachment point, the log-law region is restricted to 
very narrow regions, if it exists at all. This situation can not be 
avoided as long as the wall function approach is used. Neverthe
less, log-wall functions were applied anyway, because, other 
alternatives are not so attractive and also this is the most com
monly used procedure in practice. Along the wall which is 
opposite to the step the calculated y* values (not shown here) 
were between 30 and 60 which does meet the required criteria 
for the log-law. 

In Fig. 3 the variation of the friction coefficient, C/, is de
picted as a function of the axial distance for different grids. It 
is seen that the solution does seem to converge as the grid is 
refined. A similar behavior was observed in case of the pressure 
coefficient, Cp, however the convergence was not monotonic 
beyond approximately x/H = 8.9, whereas for Cf values it is 
monotonic everywhere. Driver and Seegmiller (1985) mention 
that their calculations performed using a modified version of 
the TEACH code with the standard k-e model were grid inde
pendent for a grid size of 42 X 42. The present calculations 
show grid dependence even at grid sizes of 132 X 144 using 
PHOENICS (Fig. 3) . The predicted reattachment length 
changes from 5.82 to 4.89 as the grid is refined from 20 X 18 
to 132 X 144 but not monotonically. The final value of 4.89 
agree well with the numerical predictions of Driver and Seeg
miller, and with other calculations using the standard k-e model. 

Richardson extrapolation is applied to Cp values at x/H of 
4.4 and 6.7 and Cf values at x/H of 6.7 and 11.1. The calculated 
values for the apparent order, n, of the method are listed in 
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Fig. 3 Variation of friction coefficient along the south wall (step side) 
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Table 3 Calculated n values from Cp and Cf profiles 

x/H 

4.4 

6.7 

x/H 

4.4 
6.7 

Using the first 3 grid distributions: 

(Cp)ext 
n from C^ (% error) 

1.22 

1.34 

0.898 
(38.0) 
0.219 
(10.3) 

Using the last 3 

n from C^ 

0.36 
1.10 

x/H n from Cf 

6.7 1.41 

11.1 1.15 

grid distributions: 

x/H 

6.7 

(Cy)ext 
(% error) 

0.00123 
(10.7) 

0.0026 
(9.0) 

n from Q 

0.22 

Table 3. These calculations were done by using graphical inter
polation in the regions where there is a monotonic convergence 
pattern. The first thing to observe in Table 3 is that there is 
most probably something wrong with the 132 X 144 grid solu
tion, because the order of the method calculated using this grid 
is unacceptable. It is not clear what went wrong other than 
may be incomplete iterative convergence. The residuals were 
significantly large for this fine grid solution. The calculations 
were continued for thousands of more iterations but no signifi
cant changes were observed in the flow variables. This, how
ever, is not sufficient to consider the results to be fully con
verged. Many other ways were tried to reduce the residuals 
without any success. This may be due to large scale unsteadiness 
induced by the unstable reattachment phenomenon. Unfortu
nately, iterative convergence seems to be one of the serious 
problems that the users of commercial codes have to cope with 
painfully. Nevertheless, the solutions with the 132 X 144 grid 
was discarded and the analysis was continued with the first 
three grid distributions. 

The order of the method calculated using the first three sets 
of calculations is found to be between 1.15 and 1.41 (see Table 
3). These numbers include interpolation errors and they do 
seem to be sensitive to small changes in the <f) values. The values 
calculated at different locations and different flow variables are 
not exactly the same but they are close. It should be noted that 
Eq. (6) remains valid when (̂  is replaced by any other variable 
which is a linear combination of ^; Cp is a linear function of 
P, and C/is a linear function of k as calculated in this analysis. 

Now that the apparent order of the method is determined one 
can place error bounds on the computed variables at least in the 
regions where the method is applicable. The calculated relative 
errors using n = 1.35, Eq. (4) and Eq. (6) , are also listed in 
Table 3. 

Next Richardson extrapolation was applied to the axial veloc
ity component. Sample results are tabulated in Table 4. At x/ 
H = 2.2 (within the recirculation region), and x/H = 4.4 (close 
to reattachment point) the method does not work well; at x/H 
= 2.2 it gives some reasonable values between 1.3 to 2.6, but 
near the reattachment point the results are very inconsistent. 
However, away from the recirculation region (see Table 4) it 
seemed to work alright. At x/H = 8.9 the calculated values of 
n are between 0.96 and 1.65, which is in agreement with the 
previously calculated order of the method. The variation of the 
order n might partly be due to the zonal variability of the actual 
scheme used during the calculations; the hybrid scheme degen
erates to the first order upwind scheme in convection dominated 
zones, and to the 2nd order central scheme in diffusion domi
nated zones. 

The extrapolated values of the velocity are used with n = 
1.35 (an average value) to calculate the truncation errors and 
these are included in Table 4. This is precisely what needs to 
be done to quantify numerical uncertainty in a given set of 
calculations. It should be noted that the errors can not be calcu
lated using Eq. (7) unless the apparent order of the method is 
calculated in a reasonable manner. That is, the order should be 
calculated first and problematic regions should be identified as 
it was done above. Only then Eq. (6) or (7) can be used as an 
error estimator in those regions. In situations where n is not 
known the lowest value, which is one, can be used for conserva
tive error estimates. 

The variation of the axial velocity profiles at h/H = 8.9 with 
grid refinement are shown in Fig. 4. The three plots are the 
blown up sections of the profiles in the transverse direction. 
This was done to be able to depict the small variation as the 
grid is refined. Section (A) is close to the wall on the step side. 
Here the velocity decreases monotonically as the grid is refined. 
There is a crossover point near y = 0.01 m. In the mid-section 
of the channel (Fig. A{b)) the velocity increases monotonically, 
and then the trend changes again near the opposite wall (Fig. 
4 ( C ) ) . Such a variation must occur with any conservative 
scheme; if the axial velocity increases in one region it must 
decrease in another so that the equation of continuity is satisfied. 

There are two types of problems in the application of Richard
son extrapolation to such variations: (1) near the crossover 
points the variations are so small that Eq. (6) gives erroneous 
results; of course, at the crossover point it is singular, hence a 
limiting procedure must be applied; (2) in regions with sharp 
gradients, e.g., near y = 0.111 in Fig. 4(c) , the interpolation 
errors are large; some type of interpolation is needed to obtain 
values of the variable at the coarse grid nodes using the fine 
grid nodes. In Table 4, grid nodes 15 and 16 correspond to type 
1, and type 2 problematic areas, respectively. Note that Eq. (4) 
can be used if n is known a priori. But it is recommended that 

Table 4 Richardson extrapolation: velocity at XIH = 8.9 downstream from step (68*72, 36*36 and 20*18 grid) 

Grid no. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

Y(m) 

0.00229 
0.00571 
0.00914 
0.01591 
0.02374 
0.03156 
0.03939 
0.04721 
0.05504 
0.06286 
0.07069 
0.07852 
0.08634 
0.09417 
0.10200 
0.10980 

Calculated velocity 
(68*72 grid) 

19.650 
26.050 
34.700 
40.150 
40.450 
40.700 
40.950 
41.200 
41.400 
41.600 
41.750 
41.900 
42.000 
42.150 
42.300 
41.450 

Extrapolated 
velocity 

21.131 
27.749 
35.718 
39.997 
40.258 
40.495 
40.713 
41.035 
41.204 
41.478 
41.607 
41.829 
41.789 
42.042 

^ 
— 

Calculated 
exponent (n) 

1.444 
1.252 
1.217 
1.400 
1.359 
1.302 
1.180 
1.333 
1.189 
1.405 
1.263 
1.647 
0.963 
1.263 
— 
— 

Extrapolated 
velocity (n = 1.35) 

21.296 
27.566 
35.571 
39.988 
40.256 
40.506 
40.756 
41.038 
41.238 
41.470 
41.620 
41.803 
41.870 
42.053 
42.300 
41.837 

Error % 

7.729 
5.502 
2.449 
0.403 
0.481 
0.478 
0.475 
0.393 
0.391 
0.311 
0.310 
0.231 
0.308 
0.230 
0.000 
0,925 
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Fig. 4 Variation of axiai velocity profile at X / H = 8.9 witli grid refinement 

the apparent order should still be calculated via Eq. (3) , because 
its unreasonable values can be used as an error indicator. 

Conclusions 
The Richardson extrapolation method (REM) is applied to 

numerical simulations of turbulent developing pipe flow and 
turbulent recirculating flow over a backward facing-step. A 
commercial code, PHOENICS (Code #1), and a readily avail
able code, TEACH (Code #2), were used for the simulations. 
The application of the method to turbulent pipe flow was not 
successful for either of the codes. The unreasonable values cal
culated for the order of the method indicated a user mistake, 
which was found to be the use of log-law boundary conditions 
in the sublayer where y'^ was less than 5. In this case the 
calculated turbulent kinetic energy profiles from Code #1 were 
unacceptable. It can be concluded from this that even in cases 
where it does not work, REM can be used as an error indicator. 

Application of the method to turbulent recirculating flows is 
restricted by the presence of singular points, such as, separation 
and reattachment points. The use of wall function approach 
introduces further restriction in that the placement of some grid 
points in the sublayer can not be avoided. When this is the case 
the variation of flow parameters with grid refinement is not 
smooth, hence REM can not be applied in the whole flow do
main. Furthermore, the grid refinement cannot be extended to 
the immediate vicinity of the wall. However, such problematic 
regions can be identified by using REM. In the remaining re
gions the method gives good results provided that the particular 
computational procedure being used give monotonic conver
gence with grid refinement. 

For the present application, the apparent order of the compu
tational method is calculated to be in the range I.O < n < 1.6, 
using the simulations performed with Code #1. This result is 
quite reasonable since the hybrid scheme used in Code #1 has 
a theoretical order between 1 and 2. Approximately, the same 
values of n were calculated using three different flow variables, 
namely the pressure coefficient, friction coefficient and the axial 
velocity component. For some flow parameters, e.g., the reat
tachment length, the grid convergence was oscillatory, hence 
REM could not be applied. 

In general, applications of REM the apparent order of the 
method should be calculated first to check the theoretical order; 
for hybrid schemes it must be calculated in any case, because 
the order of these schemes are domain dependent. Then, the 
fine grid results can be extrapolated, and with this and the 
apparent order of the code, truncation-convergence error bounds 
can be placed on the fine grid solution. For conservative error 
estimates, the lowest order of unity can be used. 

References 
Blottner, F. G., 1990, "Accurate Navier-Stokes Results for the Hypersonic 

Flow over a Spherical Nosetip," J. Spacecraft and Rockets, Vol. 27, No. 2, pp. 
113-122. 

Bradshaw, P., Launder, B. E., and Lumley, J. L., 1991, "Collaborative Testing 
of Turbulence Models," AIAA 91-0215, 29th Aerospace Science Meeting, Reno, 
NV, Jan. 7-10. 

Celik, I., 1989, "Numerical Uncertainty in Fluid Flow Calculations: A Survey 
of Ideas and Opinions," Paper presented at the forum on Methods for Estimating 
Uncertainty Limits in Fluid Flow Calculations, ASME Winter Annual Meeting, 
San Francisco, CA, Dec. 10-15. 

Celik, I., 1992, "Numerical Uncertainty in Fluid Flow Calculations: An Assess
ment of Current Status and Basic Needs for Future Research," Proceedings of 
the Symposium on Future Research Needs in Fluid Mechanics, ASME Fluids 
Engineering Division, Fluids Engineering Conference, Los Angeles, CA, June 
21-26, pp. 27-30. 

Celik, I., 1993, "Numerical Uncertainty in Fluid Flow Calculations: Needs for 
Future Research," ASME JOURNAL OP FLUIDS ENGINEERING, Vol. 115, pp. 194-
195. 

Celik, I., Chen, C. J., Roache, P. J., and Scheuerer, G., 1993, "Quantification 
of Uncertainty in Computational Fluid Dynamics," ASME Publication FED-Vol. 
158, New York, NY. 

Celik, L, and Zhang, W-M., 1993, "Application of Richardson Extrapolation 
to Some Simple Turbulent Flow Calculations," Proceedings of the Symposium 
on Quantification of Uncertainty in Computational Fluid Dynamics, I. Celik et 
al. eds., ASME Fluids Engineering Division Spring Meeting, Washington, D.C., 
June 20-24, pp. 29-38. 

Caruso, S. C , Ferziger, J. H., and Oliger, J., 1985, "Adaptive Grid Techniques 
for Elliptic Flow Problems," Rept. No. TF-23, Thermosciences Div., Stanford 
University, Stanford, CA. 

Churchill, S. W., Chao, P., and Ozoe, H., 1981, "Extrapolation of Finite-
Difference Calculations of Laminar Natural Convection in Enclosures to Zero 
Grid Size," Numerical Heat Transfer, Vol. 4, pp. 39-51. 

Dang, A. L., Kehtarnavaz, H., and Coats, D. E., 1989, "The Use of Richardson 
Extrapolation in PNS Solutions of Rocket Nozzle Flow," AIAA Paper No. 89-
2895, AIAA/ASME/SAE/ASEE 25th Joint Propulsion Conference, Monterey, 
CA, July 10-12. 

deVahl Davis, G., 1983, "Natural Convection of Air in a Square Cavity: A 
Bench Mark Numerical Solution," International Journal of Numerical Methods 
in Fluids, Vol, 3, pp. 249-264. 

Demuren, A, 0 „ and Wilson, R, V., 1994, ' 'Estimating Uncertainty in Compu
tations of Two-Dimensional Separated Flows," ASME JOURNAL OF FLUIDS ENGI
NEERING, Vol. 116, No. 2, pp. 216-220. 

Driver, D. M„ and Seegmiller, H. L., 1985, "Features of a Reattaching Turbu
lent Shear Layer in Divergent Channel Flow," AIAA Journal, Vol, 23, No. 2, 
Feb,, pp, 163-171, 

Durst, F., and Loy, T,, 1984, "TEACH: Ein Berechnungsverfahren fuer Zweidi-
mensionale Laminare und Turbulente Stroemungen," Report, Institute fuer Uni-
versitaet Hydromechanik, Universitaet Karlsruhe, Germany. 

Ferziger, J. H., 1988, "A Note on Numerical Accuracy," Special Note, Interna
tional Journal for Numerical Methods in Fluids, Vol. 8, pp. 995-996. 

Ferziger, J, H„ 1993, "Estimation and Reduction of Numerical Error," Pro
ceedings of the Symposium on Quantification of Uncertainty in Computational 
Fluid Dynamics, I, Celik, C, J, Chen, P. J, Roache, G. Sheuerer, eds„ ASME 
Fluids Engineering Division Spring Meeting, Washington DC, June 20-24, pp. 
1-8. 

Freitas, C. J., 1993, ' 'JFE Editorial PoUcy statement on the Control of Numeri
cal Accuracy," ASME JOURNAL OF FLUIDS ENGINEERING, Vol, 115, pp, 339-340. 

Gossman, A. D., and Pun, W, M,, 1973, TEACH: Lecture Notes for the Course 
entitled "Calculation of Recirculating Flows," Imperial College, London, 

Kessler, R., Peric, M., and Scheuerer, G., 1988, "Solution Error Estimation in 
the Numerical Predictions for Turbulent Recirculating Flows," NATO AGARD 

444 / Vol. 117, SEPTEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Conference Proc. No. 437 on Validation of Computational Fluid Dynamics, Liz- Flow Calculations," ASME Winter Annual Meeting, Chicago, 111., Nov. 3 0 -
bon, Portugal. Dec. 2. 

Lewins, J., and Becker, M., 1982, Eds., "Sensitivity and Uncertainty Analysis Richardson, L. F., 1910, "The Approximate Arithmetical Solution by Finite 
of Reactor Performance Parameters,'' Advances in Nuclear Science and Technol- Differences of Physical Problems Involving Differential Equations, with an Appli-
ogy. Vol. 14, Plenum Press, New York. cation to the Stresses In a Masonary Dam," Transactions of the Royal Society of 

Ludwig, J. C , Qin, H. Q., and Spalding, D. B., 1989, The PHOENICS Reference London, Ser. A, Vol. 210, pp. 307-357. 
Manual. Cham TR/200, CHAM Limited, Bakery House, 40 High Street, Wimble- Roache, P. J., 1972, Computational Fluid Dynamics, Hermosa Publishers, Albu-
don Village, London SW19 5AU, England. quergue NM 

Mehta, U. B 1991, "Some Aspects of Uncertainty in Computational Fluid ^^^^^ p j jggQ ..^^^^^ j ^ ^ ^ ^ ^ j ^ ^ , „ , Numerical Accuracy," Journal of 
Dynamics Results, ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 113, pp .538- spacecraft and Rockets, Vol. 27, No. 2, Mar.-Apr., pp. 98-102. 

NATO (North Atlantic Treaty Organization)-Advisory Group for Aero- Roache, P. J., Ghia, K. N and White F. M l 986, "Editorial Pohcy Statement 
space Research and Development (AG ARD), Proceedings of the Conference »" ^ e Control of Numencal Accuracy, ASME JOURNAL OF FLUIDS ENGINEERING, 
on Validation of Computational Fluid Dynamics, Proc. No. 437, Lisbon, Por- ^ ° ' - 1"°' P' ^• 
tugal, 1988. Ronen, Y., 1988, Uncertainty Analysis, CRC Press Inc, Boca Raton, FL. 

Patankar, S. V., 1980, Heat Transfer and Fluid Flow, Hemisphere, NY. Rodi, W., 1980, Turbulence Models and Their Application in Hydraulics, Book 
Patankar, S. V., 1988, "Numerical Uncertainty in Fluid Flow Calcula- Publication of Int. Association for Hydraulic Research, Delft, The Netherlands, 

tions," presented at the Panel Discussion on "Numerical Uncertainty in Fluid Ronen, Y., 1988, Ed., Uncertainty Analysis, CRC Press, Boca Raton, FL. 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 4 4 5 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. D. Joseph 

R. Bai 

T. Y. Liao 

A. Huang 

Department of Aerospace Engineering 
and IVIectianics, 

University of Minnesota, 
Minneapolis, IVIN 55455 

H. H. Hu 
Department of Mecfianical Engineering 

and Applied Mectianics, 
University of Pennsylvania, 

Ptiiladelptila, PA 19104-6315 

Parallel Pipelining 
In this paper we introduce the idea of parallel pipelining for water lubricated trans
portation of oil (or other viscous material). A parallel system can have major advan
tages over a single pipe with respect to the cost of maintenance and continuous 
operation of the system, to the pressure gradients required to restart a stopped system 
and to the reduction and even elimination of the fouling of pipe walls in continuous 
operation. We show that the action of capillarity in small pipes is more favorable 
for restart than in large pipes. In a parallel pipeline system, we estimate the num
ber of small pipes needed to deliver the same oil flux as in one larger pipe as N — 
(R/r)", where r and R are the radii of the small and large pipes, respectively, and 
a = 4 or 19/7 when the lubricating water flow is laminar or turbulent. 

1 Introduction 

The use of water as a lubricant to reduce friction in pipelin
ing of heavy crude oil is an old idea which has been used 
sporadically over the past half century (Joseph and Renardy, 
1992). The essence of lubrication is that water forms an 
annulus around oil so that oil does not touch the pipe wall, 
thus reducing the drag. A surprising but robust feature of 
fluid dynamics is that such a flow configuration is achieved 
more often than a stratified configuration, even when the 
densities of the viscous oil and the less viscous water are 
different. The levitation of the oil core against gravity ap
pears to involve lift forces which are not yet perfectly under
stood. However, the fluids in a stopped pipeline are bound 
to stratify, leaving oil on the wall. The restart of a stopped 
pipeline is a major obstacle to be overcome before any water 
lubrication system becomes operational. Different ideas have 
been brought forth to prevent oil from sticking to the pipe 
wall and to make startup easier. For instance, hydrophilic 
walls, like the wall of a cement-lined pipe, have been pro
posed and are under investigation currently, In this work we 
shall discuss the possible effects of the size of the pipe upon 
the startup problem of a lubricated pipeline. We shall show 
that small pipes promote the action of capillarity and lead 
to configurations which are better for restart. In a parallel 
system we seek to determine the number of small pipes that 
will deliver the same flux as in one larger pipe with the same 
pressure gradient. The solution of this problem depends on 
the nature of the flow, laminar or turbulent, and other factors. 
It takes many more small pipes to deliver the same fluxes 
as in one larger pipe. A parallel system can have major 
advantages over a single pipe with respect to the cost of 
maintenance and continuous operation of the system, to the 
pressure gradients required to restart a stopped system and 
to the reduction and even elimination of the fouling of pipe 
walls in continuous operation. The engineering decision 
about whether many small pipes are better than a large one 
depends on the conditions of application in which the under
lying fluid mechanics is a major player. 
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2 Number of Small Pipes Which Are Equivalent to 
One Larger Pipe 

We are going to calculate the number of small pipes of radius 
r needed to get the same flux of oil as in one larger pipe of 
radius R, provided that the pressure gradient and input ratio of 
volume flow rates are the same in each and every pipe. 

First, consider the case when the lubricating water flow is 
laminar, and no secondary motion is present. The velocity field 
has one component, the axial component W, which can be 
solved analytically or numerically (see Bentwich, 1965 and 
Huang et al., 1995). The total fluid flux can be calculated from 

Q 
Ja 

wdn. (2.1) 

where the integral is over the cross section of the pipe. Since 
the velocity W is linearly proportional to R^ and the pressure 
gradient along the axis of the pipe, and dQ scales as R^, it is 
readily seen that 

Q = R'q, (2.2) 

where the function q does not depend on R. Hence if a set of 
smaller pipes of radius r is to be used to deliver the same flux 
as one single larger pipe of radius R, N = {RlrY of them will 
be needed. 

For turbulent flow, a more realistic calculation of the number 
of small pipes can be performed based on empirical relations 
put forward by Arney, et al. (1993). A theoretical justification 
for these relations based on fe - e modeling of turbulence in 
the lubricating water flow has been given by Huang, Christodou-
lou and Joseph (1995). 

Define an average velocity 

y = 
7r/j2 

and a Reynolds number 

Re = ? M Z ( i +r^\m- 1)), 

(2.3) 

(2.4) 

where Q is the total flux, r; ( s i ) is the radius ratio of the 
concentric oil core to the pipe, m is the viscosity ratio of water 
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to oil, and Pc = (1 - V^)Pw + V^Poi^ ^ composite density of 
water (p„,) and oil (p„). The friction factor is defined as 

\ = 
4Rf 

(2.5) 

where / is the pressure gradient along the pipe. 
A number of authors have attempted to correlate the friction 

factor \ with the Reynolds number Re, for example, Sinclair 
(1970) and Brauner (1991). For our purpose here we shall take 
a simple empirical relation put forward by Amey et al. (1993), 
which is 

Re''^^ = 0.316. (2.6) 

Substituting (2.3), (2.4), and (2.5) into the above correlation, 
we get 

where q again is a function independent ofR. Hence in turbulent 
flow, N - {RlrY^" small pipes with radius r will be needed to 
deUver the same flux as in a single pipe of radius R. 

Therefore, in general, the number of smaller pipes needed to 
deliver the same amount of total flux can be written as 

A^= {RlrY, (2.7) 

where a = 4 when the lubricating water flow is laminar, and 
a = 19/7 when the water flow is turbulent. For example, the 
total flux in five pipes of radius 1 in. is the same as in one pipe 
of radius 1.495 in. in laminar flow, and the same as in one pipe 
of radius 1.809 in. in turbulent flow. This shows that a rather 
large number of small pipes are required to deliver the same 
flux as a single larger one. 

However, if it is possible to get a more efficient lubrication 
with smaller water fractions in small pipes than in large pipes, 
then the number of small pipes needed would decrease. We can 
also decrease the number of small pipes by paying a penalty in 
the pressure gradient required for the parallel pipes. If the small 
pipes are efficiently lubricated, an increase in the oil flux can 
be achieved at a small cost. 

3 Cost, Maintenance, and Continuous Operation of 
a Parallel Pipeline System 

One of the major advantages of parallel pipelining is that the 
system can be kept in continuous operation without failures. It 
is unlikely that all of the parallel pipes in a system would fail 
at the same time. The repair of a single pipe in the system need 
not interfere with the continued operation of the others. It could 
be useful to have a water-filled pipe in the parallel system to 
press into service if one of the pipes in the parallel system fails. 
It is also easier to handle small pipes rather than large ones. 

Another advantage of parallel pipelines is the possible reduc
tion of the total cost in the pipeline system: initial, maintenance 
and operational costs. A rough quotation of cost of cement-
lined pipe in 1993 is: $5/ft for 2-in. pipe; $8/ft for 3-in. pipe; 
and $12/ft for 4-in. pipe. The initial cost of a parallel pipeline 
may be higher than a single one. However, the savings in the 
maintenance and operational costs may outweigh the initial cost. 
The engineering decision about whether many small pipes are 
better than a large one depends on the conditions of application 
and the required reliability of the system. 

• 

Fig. 1 Oil rises up in the pipe and sticl<s to the wail. We have a perfect 
vertical stratification. This situation is promoted by a large density differ
ence, small interfacial tension, hydrophobic walls and large pipe radius. 
This configuration is not good for restart or continuous operation be
cause the oil is sticldng to the wail and water wedging between oil and 
wall is not possible. 

m 
Fig. 2 Water-wedged rest configuration of oil slugs in water. This is 
promoted by small pipes, small density differences, large interfacial ten
sion and hydrophllic walls (water-wet concrete walls, for example). Re
start of this configuration is much easier than the restart of the com
pletely stratified configuration shown in Fig. 1. 

Capillarity works more strongly in small than large pipes. 
Another way to say this is that gravity is more important in 
large pipes. The capillary force can be used to keep oil from 
sticking to the wall. To fix the idea, let us suppose that there 
is about 20 percent water and 80 percent oil in the pipe, and 
there is no motion. The oil can be distributed in the pipe in 
many ways. In Fig. 1 we show a bad distribution. In Fig. 2 we 
show a good distribution in which water is wedged between 
the pipe wall and the oil. In Fig. 3 slugs developed in an actual 
experiment in which capillarity is sufficiently strong relative to 
gravity. In this experiment the ratio of the effects of gravity to 
those of surface tension is not large enough for oil to ball up 
to plug the pipe. If the pipe were larger or the surface tension 
were smaller, we would get a picture more like Fig. 1. 

It is apparent that strong effects of capillarity, especially when 
combined with the antisticking effects of hydrophilic walls, like 
wet cement, are advantageous for the startup of a stopped line. 

Hu and Joseph (1992) computed the size of slugs like those 
shown in Fig. 3 from an idealized problem, in which a mo
tionless oil core of uniform radius is centrally located in a pipe 
filled with water and gravity is neglected. They then studied 
the linearized stability of this problem to disturbances propor
tional to exp(aO txpiioLx), where t is the time, x is the coordi
nate along the axis of the pipe, a is the wave number of the 
disturbance in the x direction and o is the growth rate of the 
disturbance. The analysis is framed in Bessel functions and is 
essentially the same as one given previously in a Ph.D. thesis 
by Hammond (1982). The growth rate a is real valued. They 
found that the presence of the pipe wall has an important role 
in determining the wavelength corresponding to the maximum 
instability and the maximum growth rate of the disturbances. 
As the fraction of the fluid in the annulus becomes smaller and 
smaller, the wave number of maximum instability increases and 
tends to a limiting value of 0.7//?i where R^ is the radius of the 

4 Effects of Capillarity in Lubrication and Restart 
of a Lubricated Pipeline 

In a stopped lubricated pipeline, initially centered and contin
uous oil core may break up into drops or slugs under the action 
of capillarity, contact the pipe wall and spread. In this and the 
next two sections we are going to examine the effect of capillary 
force on the breakup and the spreading of the core. 

Fig. 3 Oil slugs are in water. The inner diameter of the pipe is 0.625 In. 
The ratio of the viscosity of water to the oil is 3.7 x 10'". The average 
size of a slug is predicted by linear stability theory using Rayleigh's idea 
of a maximum growth rate, taking into account of viscous forces, surface 
tension, volume fraction and pipe radius but neglecting gravity. 
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0.001 0.1 10 
viscosity ratio fi/fl. 

1000 ID' 

Fig. 4 Variation of the wave number corresponding to the maximum 
instability with the viscosity ratio {(12/fi^) at different radius ratios (a = 
RitR,), where /u, and /U2 are the viscosities of the fluid in the core and 
in the annuius, Ri and R2 are the radii of the core and the pipe 

core, see Fig. 4. The presence of the pipe wall reduces the 
growth rate of the disturbances (Fig. 5) . The reduction is espe
cially large when the more viscous fluid is in the annuius. When 
the annuius is very thin, the core may not break up during the 
time interval of interest since the growth rate is so small. Hu 
and Joseph (1992) reported that satisfactory agreement was 
exhibited between the theory and an experiment. 

We get small slugs in small pipes; they scale with the pipe 
radius. Since gravity is neglected, the slugs will not flatten. In 
practice, the spreading property of the sessile drop, which is 
discussed in the next section, will spread the drop laterally in 
the pipe. Hence, for large pipes we can expect a stopped pipeline 
to look like Fig. 1, whereas for small pipes we might expect 
configuration shown in Fig. 2 and Fig. 3, which are good for 
restart. 

5 Maximum Height of Sessile Drops 
Once the lubricated pipeline stops, the drops or slugs of oil 

will float to the top section of the pipe, contact the pipe wall, 
spread and form the configuration shown in Fig. 2. Here we 
review the spreading property of a sessile drop on a planar 
surface. 

Suppose a sessile drop is placed on a plane as in Fig. 6. The 
volume of the drop is increased holding the contact angle fixed. 

=5 0.11 

• ^ 0.01-

1 i 
I 0.001-

1 10'"-
00 

^ ^ « 
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\ \ \ • ~ ^ - - " " 

\ \ ^ ^ ^ "-^2 
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10-= 0.001 0.1 10 1000 10' 
viscosity ratio fi/H. 

Fig. 5 Variation of the growth rate versus viscosity ratio at various ra
dius ratios, where T is the interfaciai tension 

Fig. 6 if the volume of a sessile drop is increased while holding the 
contact angle fixed, a condition will be reached where the height of drop 
does not increase and the drop just spreads laterally 

R=0.5; z=0.02518 R=l;z=0.07802 

R=2; 2=0.1754 R=4; z=0.2860 

:8; 2=0.3770 R=16; 2=0.4269 

Fig. 7 Shapes of the oil core in different sizes of pipeline, where R is 
the pipe radius and z is the ratio of the arc length of contact between 
the oil and pipe wall to the circumference of the pipe. The pipeline is 
normalized by its radius. Density of water is 1.0 gm/cm°, oil is 0.995 gm/ 
cm^. The value of the interfaciai tension is 26.3 dyne/cm. The volume 
ratio is one to one. The contact angle of oil to the pipe wall is zero. 

volume leads to lateral spreading rather than to an increase in 
the height of the drop. We can say that gravity prevents the 
drop height from increasing past h^m- Finn (1986, p. 63) has 
shown that the maximum height of an axisymmetric sessile 
drop is 

2(1 + cos/3)T 

g^P 
(5.1) 

where T is the interfaciai tension, g is the gravitational accelera
tion, Ap is the density difference of the fluids inside and outside 
the drop, and ft is the contact angle of the drop with the solid 
surface as shown in Fig. 6. The maximum height h^^ is a 
limiting value of the highest point on a drop of zero contact 
angle (^ = 0) as the volume of the drop is increased to large 
values. The same Eq. (5.1) holds for a two dimensional sessile 
drop. The top of the drop will get flatter and flatter as the volume 
of the drop is increased. We call this a spreading property of 
sessile drops. Obviously we can put a sessile drop in a pipe. 

6 Effect of Pipe Size on the Shape of Oil Core 
In this section we examine the shape of a two dimensional 

sessile drop inside a pipe. Consider the case where the oil is 
lighter than the water and the volume ratio of oil to water is 1 
to 1. Obviously increasing the diameter of the pipe increases 
the volume of the sessile drop and brings the spreading property 
into play. The effects of surface tension get less and less im
portant. In Fig. 7 we have plotted the shape of the core in pipes 
of different diameter. The contact angle of the oil with the pipe 
wall is taken to be zero, which is appropriate for a hydrophilic 
wall, like the wall of a cement-lined pipe which absorbs water. 
There is an arc of contact of the oil bubble with the top wall. 
The length of the contacting arc increases with pipe radius 
because the buoyant weight of a larger bubble must be balanced 
by a bigger reaction force resulted from integrating the pressure 
inside the oil core over the contacting arc length. 
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It is obvious that the pressure gradient required to restart a 
stopped pipe will be greater when the arc of contact is larger. 
So small pipes are advantageous. 

7 Effects of Capillarity on the Friction Factor and 
Holdup of Stratified Flow 

When oil touches the pipe wall there wiU be a huge decrease 
in the oil flux due to the large viscosity of oil. If the oil-water 
interface is known, the velocity profile can be obtained by solv
ing the governing equations of fluid dynamics. With the velocity 
profile, we can calculate the average velocity. Then a correlation 
between the friction factor \ (2.5) and the Reynolds number 
(2.6) can be obtained. In the perfect concentric core-annular 
laminar flow case this correlation is simply 

Re 

In the case of stratified flow, this correlation depends on the 
viscosity ratio, the arc length of the contact between the oil and 
the wall and the holdup ratio / /„ , which is defined as (see Amey 
et al., 1993) 

v„ + v„ 

where Vo and V„ are the volumes of oil and water in the pipe, 
respectively. A related quantity is the so-called input ratio of 
water 

n 
C„ = 

Q« + Qo 

where Q„ and gw are the oil and water flux, respectively. From 
Section 6 we know that we get shorter arc length of contact in 
smaller pipes. This in turn will give a higher value of oil flux 
as shown in Fig. 8, where the dimensionless oil flux qa is plotted 
as a function of parameter A = [(p^ - p„)gR^/T] for a viscosity 
ratio of 50, contact angle of zero degree and holdup ratio of 
0.5. However, oil barely moves in the pipe when its viscosity 
is large. Thus the oil flux is much smaller than that of the water, 
which results in a value of input ratio of water Q, very close 
to one, as shown in Fig. 9. In the figure C„ is computed for 
different values of holdup ratio //„ and the length of contact. 
Therefore the total flux does not change dramatically as the 
contact length gets smaller. This means that the averaged veloc
ity or the friction factor is not sensitive to the change of the 
pipe radius. 

Fig. 8 The (dimensionless) oil flux as a function of parameter A, which 
is proportional to R". The viscosity ratio is SO, the contact angle is zero 
degree and H„ = 0.5. 

0 20 40 60 80 100 120 140 
contact length (in degree) 

Fig. 9 The input ratio of water C„ as a function of the contact length 
for different values of H„. The viscosity ratio is 50. 

8 Conclusions 
In a parallel pipeUne system, we calculated that N = (R/r)" 

small pipes are needed to deliver the same oil flux as in one 
larger pipe, where r and R are the radii of the small and large 
pipes respectively, and a = 4 or 19/7 when the lubricating 
water flow is laminar or turbulent. In practice, it is possible to 
get a more efficient lubrication with small pipes than in large 
pipes, thus the number of small pipes needed would decrease. 

We show that strong effects of capillarity, especially when 
combined with the anti-sticking effects of hydrophilic walls, 
create a good configuration in which water is wedged between 
the pipe wall and the oil, and are advantageous for the startup 
of a stopped pipeline. 

We calculated the shape of an oil core in pipes of different 
diameter. The relative arc length of contact increases with pipe 
radius, requiring a larger pressure gradient to restart a stopped 
line. So again small pipes are advantageous. 

Therefore, a parallel system can have major advantages over 
a single pipe with respect to the cost of maintenance and contin
uous operation of the system, to the pressure gradients required 
to restart a stopped system and to the reduction and even elimi
nation of the fouling of pipe walls in continuous operation. 
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Experimental Investigation of 
the Flow Inside a Water Model 
of a Gas Turbine Combustor: 
Part 1—Mean and Turbulent 
Flowfield 
The present study examines the flow inside the water model of a gas turbine combus
tor, with the two main objectives of increasing the understanding of this type of flow 
and providing experimental data to assist the development of mathematical models. 
The main features of the geometry are the interaction between two rows of radially 
opposed jets penetrating a cross-flowing axial stream with and without swirl, provid
ing a set of data of relevance to all flows containing these features. The results, 
obtained by laser Doppler velocimetry, showed that under the present flow conditions, 
the first row of jets penetrate almost radially into the combustor and split after 
impingement, giving rise to a region of high turbulence intensity and a toroidal 
recirculation zone in the head of the combustor. Part 1 discusses the mean and 
turbulent flowfield, and the detailed study of the region near the impingement of the 
first row of jets is presented in Part 2 of this paper. 

1 Introduction 
Until very recently, a rather simple methodology has been 

followed in the study of gas-turbine combustors, whereby its 
flow components were studied separately. Emphasis has been 
given to swirl (e.g., Vu and Gouldin 1982; Rhode et al., 1983; 
La Rue et al., 1984) and to the mixing of either a single jet or 
a row of jets with a crossflow (e.g., Chleboun et al., 1982; 
Atkinson et al., 1982; Andreopoulos and Rodi, 1984; Holdeman 
et al , 1984). These studies, although of great interest, were not 
fully representative, since the flow inside a gas-turbine combus
tor is not simply set up by one of its flow components, but by 
their relative strengths. Thus, experiments of increased practical 
relevance (e.g., Noyce et al., 1981; Green and Whitelaw, 1983; 
Heitor and Whitelaw, 1986; Bicen and Jones, 1986; Koutmos 
and McGuirk, 1989; Cameron et al., 1988) have begun to be 
performed in geometries similar to real combustors, and under 
experimental conditions such that realistic gas turbine combus
tor flowfields prevail inside these laboratory models (Bicen et 
al., 1989). 

The works above underlined the multiplicity of fluid mechan
ics phenomena observed in gas turbine combustor flows, for 
instance the injection of jets into either swirling or non-swirling 
crossflow, the presence of curved shear layers, the formation 
of counter-rotating vortex systems, vortex shedding, etc. All of 
these features pose a formidable challenge for developers of 
mathematical models. It has, however, not to date proven easy 
to deduce the source of errors in comparison between current 
combustor models and data taken in reacting flow systems. 
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Separation of errors between numerical, combustion, and turbu
lence models has been difficult if not impossible. However, 
many aspects of combustion depend strongly on mixing, con
trolled mainly by turbulent diffusion, and isothermal models 
then become of particular interest since the flow inside the 
combustor can be studied without the additional complexities 
impUed by, for instance, variable gas densities, turbulence/com
bustion interaction and spray/droplet dynamics. In the present 
work, attention has been given to aerodynamics phenomena 
under isothermal conditions only. 

A small scale perspex model of a can-type gas-turbine com
bustor (Lefebvre, 1983) is used in the experiments, however 
information gathered will be of general validity in all flows 
containing jet/jet and jet/swirl interactions. The work had the 
two main objectives of increasing our understanding of the 
dominant phenomena in this type of flow and providing experi
mental data to assist the development and validation of mathe
matical models, hopefully leading to improved combustor de
sign and satisfying the highly demanding requirements of future 
combustors (Bahr, 1987). 

The present paper contains three major sections; Section 2 
describes the experimental set-up and geometry, whereas the 
bulk of the results are included in Section 3 and the most im
portant conclusions are summarized in Section 4, 

2 Experimental Procedures 

2.1 Experimental Setup and Model Geometry. The 
combustor model, constructed from perspex, is shown in Fig. 
1. The swirler, fuel injector, primary jets, and dilution jets, were 
all fed from constant head tanks through concentrically arranged 
independent circuits. The fuel injector was a cone with 10 
equally spaced holes of 1.7 mm diameter. Two swirlers were 
used, both with 18 curved vanes but of different angles, 30 and 
45, with swirl numbers of 0.46 and 0.56, respectively. These 
values were evaluated from velocity measurements taken in a 
separate experiment inside a downstream tube with a diameter 
identical to the swirlers diameter. The cylindrical barrel, termi
nated by a circular to rectangular nozzle, contained six primary 
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Table 1 Characteristics of tlie laser-doppler velocimeter 
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view 1 view 2 

Fig. 1 Combustor model 

and six dilution jets, 80 mm apart and staggered by half a pitch 
with respect to each other. 

The present model is a replica of a metal model used for 
combusting studies by Tse (1988) and Bicen et al. (1990), and 
differs from that used by Heitor and Whitelaw (1986) and 
Koutmos and McGuirk (1989) in number and size of dilution 
holes and swirler size. These changes have been made to simu
late more closely the primary zone characteristics of modem 
can-type combustors. 

2.2 Measurement Technique and Error Analysis. The 
single-component laser Doppler velocimeter (LDV) system was 
operated in differential forward scatter mode (Durst et al., 
1981). The emitting part of the optics consisted of a 6 mW He-
Ne laser (Spectra Physics, model 120S), an imaging lens, a 
grating disk (model type R-H, manufactured by Technisch Phy-
sische Dienst TNO-TH, Delft, The Netherlands) and two colli-
mating lenses. The rotating grating module (the grating disc 
and its motor) and the last two lenses were all part of an inte
grated optical unit, which enabled the alternate measurements 
of two perpendicular components of velocity without realign
ment. The main characteristics of the LDV system are summa
rised in Table 1. 

Characteristics of the beam originating 
from the He-Ne laser: 

Nominal power 
Wavelength in vacuum 
Diameter of l/e^ intensity region 

Characteristics of the lenses 
(nominal focal lengths): 

Imaging lens from laser to grating 
Collimating lens after grating 
Imaging lens to form measuring 

volume 
Imaging lens to collect scattered light 

Characteristics of the measuring volume: 
Half-angle of intersection in air 

(measured) 
Half-angle of intersection in water 

(calculated) 
Minor axis of region within l/e^ 

intensity in water (calculated) 
Major axis of region within 1/ê  

intensity in water (calculated) 
Number of fringes (calculated) 
Fringe spacing (calculated) 

Velocimeter transfer constant 
Shift frequency 

6 mW 
632.8 nm 
0.8 mm 

150 mm 
300 mm 

300 mm 
200 mm 

5.82° (±0.01°) 

4.37° 

0.152 mm 

1.981 mm 
48 
3.120/im 
0.321 MHz/(m/s) 
0.944 MHz; 2.411 MHz 

The optical set up was attached to a traversing table, posi-
tionable within ±0.1 mm. However, the reference location was 
found by positioning the measuring volume on the wall and a 
displacement error of 1 mm can occur. Figure 1 indicates the 
coordinate system and its orientation with respect to the vertical. 
Measurements at different angular locations ( 0 ) were made by 
rotation of the whole combustor. Parallelism between the test 
section and the laser beam could only be guaranteed when a jet 
hole edge interrupted the beam (i.e., at © = 0 deg and 30 deg; 
but not at 0 = 15 deg location). Positioning errors can also 
occur due to refraction phenomena; because of this, measure
ments of radial velocity close to the walls were deleted on the 
grounds of unreliability and corrections were made to the loca
tion of the measuring volume and, in the case of the swirl 
component, also to the velocimeter transfer constant. These 
corrections, made according to Bicen (1982), did not exceed 
1 percent in the case of profiles along the barrel and 2 percent 
for the combustor head. The low magnitude of these corrections, 
corresponding to the worst situation (close to the walls), is a 
consequence of the small thickness of the model wall compared 
to its diameter. 

The photomultiplier tube (E.M.I. 9558) was powered by a 
Brandenburg power supply (model 2475R), and its electric 
signal, after being high-pass filtered (Khron-Hite filter model 
3200), was analysed via a digital counter processing system. 
The counter (Heitor et al., 1984) was able to perform measure
ments of frequencies from 31.25 kHz up to 15 MHz at a sam
pling frequency of 25 kHz. The remote control of the counter 

Nomenclature 

k = turbulence kinetic energy 
m = mass flow rate 
u = turbulent velocity scale 

Ub = bulk velocity in the combustor 
r = radial coordinate 

Re = combustor radius 
R^ = Reynolds number based on Tay

lor microscale 
RCfcutt = Reynolds number based on bulk 

velocity and combustor diameter 

U,V,W = time-averaged axial, radial 
and circumferential veloci
ties 

V ^ , ^^ 
v'^, = rms turbulence intensities in 

axial, radial, and circumfer
ential directions 

z = axial coordinate 
\ = Taylor microscale 
6 = swirler vane angle 

0 = azimuthal coordinate 

r] = Kolmogorov microscale 
V = kinematic fluid viscosity 
e = turbulence energy dissipation 

rate 

Subscripts 
sw = swirler flow 
pr = primary jet flow 
dil = dilution jet flow 
tot = total flow rate (i.e., sw + 

dil) 
cross = crossflow (i.e., sw -I- pr) 

pr -H 
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Table 2 Experimental conditions 

N. 

1 

2 

3 

4 

9 

45° 

30° 

30° 

[kg/s] 

0.543 
[17] 

0.797 
[23] 

0.543 
[100] 

[kg/s] 

1.04 
[33] 
1.04 
[30] 

higher swirler flow 
1.04 
[40] 

without swirler flow 

swirler flow only 

rfiM 
[kg/s] 

1.60 
[50] 
1.60 
[47] 

1.60 
[60] 

m,,,, 
[kg/s] 

3.19 

3.44 

2.64 

0.543 

[m/s] 

0.741 

0.800 

0.615 

0.126 

R^bulk 

4.9 X 10" 

5.3 X 10" 

4.1 X 10" 

8.3 X 10' 

rhpr/m,^ 

1.92 

1.31 

00 

0 

mjm„„. 

1.01 

0.87 

1.53 

0 

NOTE. — mass flow rate as percentage of the total within brackets. 

and pre-processing of the data were carried out by a microcom
puter which set the minimum measurable frequency and the 
time resolution of the system; this digitisation error was always 
less than 0.1 percent of the measured frequency and varied from 
30 Hz up to 4 kHz. The spatial resolution of the system is set 
by the largest dimension of the measuring volume (George and 
Lumley, 1972) and an estimate of the Kolmogorov microscale 
length (77 = (j^Ve)"'', from Tennekes and Lumley, 1972) as
suming u = Ub (e = u^llRc) shows that its measurement 
is beyond the capabilities of the present system; the Taylor 
microscale, \(\IT} = 15 '"* Ri'^), is just within the limitations 
of the system. 

Because of the low Doppler frequency characteristics of the 
flow and the low frequency limitations of the counter system, 
frequency shifting was always required. The minimum shift 
frequency available was 0.944 MHz and this centered the signal 
in a range of frequencies where the resolution of the counter 
was 0.49 kHz (0.0015 m/s) and the accuracy was 0.025 percent. 
Careful determination of the frequency shift was required due 
to its high magnitude compared with the Doppler frequency, 
which was particularly critical when measuring in regions of 
low velocities. Two values of shift frequency were used: 0.944 
MHz and 2.41 MHz. The latter was restricted to high turbulence 
locations which, unfortunately, were also locations of nearly 
zero velocity; nevertheless the resolution of the counter was 
always only 1.9 kHz and the accuracy 0.1 percent. At some 
stage, an attempt was made to use a frequency tracker (Cam
bridge Consultants CC08 Processor) but the needs of higher 
dynamic response led to the use of the highest frequency range 
of the instrument, 16 MHz, with an inherent accuracy of 0.5 
percent, 8 kHz (i.e., 0.25 m/s), and it was abandoned; similar 
problems have been reported by Founti et al. (1985). 

Statistical quantities were found from direct ensemble averag
ing over a maximum block size of 8064 individual samples. 
Post-processing included the refraction corrections mentioned 
above and the increase of the block size, by merging the statis
tics of various data blocks corresponding to a single location, 
especially in regions with a high energy content at low frequen
cies. Although samples of any size could then be obtained in 
practice, no more than four sets of 8064 samples were taken, 
restricted to the region around the primary jet impingement. 
Due to the finite sample size, a statistical error analysis of the 
mean and rms measurements has been performed, based on 
Yanta and Smith (1973). Assuming a 99 percent confidence 
level, the resulting error bars were smaller than the symbols 
used for plotting. It is important to note that this analysis is 
valid only under the assumption of Gaussian turbulence; in 
Part 2 of the present study (McGuirk and Palma, 1995), the 
measurements of skewness and flatness provide a point by point 
check on the validity of this assumption. 

Gradient broadening (Durst et al , 1981) is also a possible 
source of errors. This can lead to overestimation of the rms 
values by up to 5 percent in regions of very steep gradients, 
but in most parts of the combustor the maximum error in the 
rms values was less than 2 percent for the size of measuring 
volume used in the experiments. Velocity bias error (McLaug
hlin and Tiedermann, 1973; Edwards, 1987) was neglected; a 
simple unweighted average was used. 

2.3 Experimental Conditions. The experimental condi
tions under which the rig was used are shown in Table 2. The 
swirler flow rate was monitored by a rotameter accurate to 
within 2 percent. The primary and dilution jet flows were found 
by integration of measured velocity profiles in the annular re
gion of the corresponding supply tubes; no better than 10 per-

/ 

Fig. 2 Schematic longitudinal and cross-sectional views of the flow 
pattern inside the combustor: (a) primary holes plane ( 0 = 0 deg, center 
longitudinal plane); (b) dilution holes plane ( 0 = 30 deg, mid longitudinal 
plane); (c) primary holes plane; (d) dilution holes plane (as viewed from 
the nozzle towards the swirler) 

, ?|). «!). ?| ,,,??. w nn w .'.̂ °i 

O : mun vtlocity 
• : turbulence intensity 
if: tufb. kinetic energy 

0.0 O.S 1.0 I.S 2.0 2.S 3.0 3.S 4.0 4.S 

Fig. 3 Centreline values of mean axial velocity, turbulence intensity and 
turbulence idnetic energy (case 1) 
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cent accuracy could be achieved due to the uncertainty associ
ated with the exact dimensions of the tubes. Case 1, the standard 
case, simulates the primary/swirler and dilution/cross flow ra
tios as in the combusting experiment of Bicen et al. (1990). 
Previous work by Bicen et al. (1989) has confirmed that case 
1 conditions provided a correct simulation of the flow pattern 
observed in the combusting experiment. Cases 2, 3, and 4 allow 
the effect of the swirler flow rate to be quantified. These were 
made with a different swirler, but the work by Palma (1989) 
shows this to be of insignificant consequence. 

According to Bicen and Jones (1986), no significant Reyn
olds number dependence of the flow is expected at the values 
of Reynolds number (Table 2) of the present experiment. The 
reduced importance of the Reynolds number as a flow scaling 
parameter in model combustors should be bom in mind (Beer 
and Chigier, 1972; Spalding, 1963), since the main parameters 
on which the flow should be scaled are those related to the 
relative magnitude of the various streams provided they are 
turbulent (Bicen et al., 1989). 

3 Analysis and Discussion of Results 
The velocity results are plotted in non-dimensional form. Re 

is the internal radius of the model and Ub is the bulk velocity 
(0.741 m/s) for case 1. A cylindrical polar system of coordi
nates (see Fig. 1) was used for representation of the results; 
however, to facilitate the discussion, different signs are used 
to identify radial locations in different sides of the centreline. 
Negative values of radial velocity correspond to flow moving 
radially towards the centreline. The swirler flow rotates anti
clockwise, as viewed in the downstream direction; the swirl 

VuVU. 

u/u, 

V u ' / U . 

:.A±f.. : a) V u ' / U . , 

U / U . ' 1 

b) 

O : mean vtlocity 
• : tufbutenct Intensity 

Vu'/Ub 

0.0 
u/u> \ ^ 

c ) 

1.0 

V u ' / U . 

0.0 
u/u. 

l . O 

V u ' / U . 

0.0 

u/u. 

g) 

1 

1 
. , . . , 1 . . . . . . . . . 

h) 

-t.O -0.5 0-0 O.S 

r/R< 

Fig. 4 Measurements of axial velocity In the plane 0 = 0 deg (case 1): 
(a) z = 8 mm; (b) z = 40 mm; (c) z = 50 mm; (d) z = 60 mm; (e) z = 70 
mm; (f) z = 85 mm; (g) z = 110 mm; (h) z = 130 mm 

i.a 
Vw'/U. 

W/U, 

-1.0 

-2.0 

ju juV*** 

/ l 
• V , 

L ' 

a) 
V w ' / U . 

W / U . 

1 .0 

V w ' / U . 

0.0 

W / U . f) 

O : maan vslocity 
T : turbulence intensity 

NOT^: The tine across the data in 
Figs. 5d, 5e and 5f corresponds to the 
measurements with a 30dag. swirler. 

1.0 

VwVU, 

0.0 

w/u. 

1 .0 -

VwVu» 

0.0 

W / U , 

-•?V 

^ h) 

0-0 

r/Rc 

Fig. 5 Measurements of azimuthal velocity in the plane 0 = 0 deg (case 
1): (a) z = 8 mm; (b) z = 40 mm; (c) z = 50 mm; (d) z = 60 mm; (e) z = 
70 mm; (f) z = 85 mm; (g) z = 110 mm; (h) z = 130 mm 

velocity is displayed as positive on the right hand side and 
negative on the left-hand side of the centerline. 

3.1 Standard Case. To facilitate the discussion of the 
results, schematic views of the mean flow, based in observations 
and forthcoming velocity measurements, are first described. 

Figures 2a and 2b show views in longitudinal planes con
taining the axes of the first and second row of holes, respec
tively. The primary jets penetrate almost radially into the com-
bustor and give rise to a toroidal central recirculation zone (zone 
A) in the head of the combustor. This zone is a prerequisite for 
stable combustion and, depending on their momentum ratio, the 
primary region is said to be driven either by the primary jets 
or by the swirler flow (Lefebvre, 1983). There are gas-turbine 
combustors without swirlers; however, all seem to have jets 
discharging through the combustor walls, probably because of 
the critical stability characteristics of swirling flows, either un
der isothermal (e.g., Escudier and Zehnder, 1982) or com
busting conditions (e.g., Syred and Beer, 1974). In the case of 
gas-turbine combustors, a so-called processing vortex core can 
give rise to an undesirable central core of unmixed fluid 
throughout the combustor (Koutmos and McGuirk, 1989). 
Other regions with negative axial velocity are: zone B, near the 
walls of the combustor head, and zone C, in the wake of the 
primary jets. Zone B is a consequence of the sudden expansion 
of the flow leaving the swirler. Its size depends not only on the 
precise head geometry, but also on the characteristics of both 
the swirler (higher swirl number may reduce it, e.g., So and 
Ahmed, 1986) and the primary jet flow (in the limit of no 
swirler flow this region does not exist and the central toroidal 
recirculation zone completely fills the combustor head). Region 
C is typical of jets in crossflow (e.g., Andreopoulos and Rodi, 
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1984). Neither region B nor region C are requirements of de
sign, and region C is usually referred to as undesirable, since 
it may provide an extra region for flame anchorage, with damag
ing consequences to the combustor wall (Bhangu et al , 1983). 

The cross-sectional view in Fig. 2(c) , shows the flow in the 
primary jet plane for a situation of low swirl momentum. There 
are two counter-rotating vortices between each pair of jets 
which, on increasing the strength of the swirling flow, are 
shifted circumferentially and may even disappear. Provided the 
momentum fluxes of the jets are all of similar magnitude there 
is a cyclic repeatabiUty of the mean flow structure and six 
similar sectors of 60 degree each can be identified. The condi
tions under which this repeatability can prevail have been ad
dressed by Bicen et al. (1989). The dilution jets. Fig. 2(rf), 
are expected to penetrate less compared to the primary jets 
because of their lower momentum flux ratio relative to the 
crossflow. The main role of the dilution jets is to decrease the 
bulk temperature and to ensure an appropriate shape for the 
temperature profile at the inlet of the turbine. Consequently 
there is no need for such strong impingement as in the case of 
the primary jets. Cyclical repeatability may not be observed at 
the plane of the dilution jets, due to the proximity of the nozzle. 

From the description above the individual flow components 
of the combustor flow may be easily identified. The reason for 
the extreme complexity of the present flow is the variety of 
flow patterns that may be set up as the relative "strengths" of 
these components change. The picture above, though brief, is 
thought to be sufficient as a visual aid for understanding the 
following velocity measurements. 

The different mass flow ratios of the primary and dilution 
jets compared with their respective cross flows (1.9 and 1, 
respectively) show clearly in the centreline axial velocity profile 
(Fig. 3) . Negative values of the axial velocity persist up to the 
impingement point of the primary jets, with a maximum of 
three times the bulk velocity at about one combustor radius 
downstream. The main characteristics of the impingement re
gion around z = 52 mm are a strong axial gradient and a peak 
value of turbulence kinetic energy. At z - 130 mm the flow 
accelerates due to the partial blockage caused by the dilution 
jets; no jet-on-jet impingement occurs and there is no negative 
axial velocity, as would be expected in a well-behaved dilution 
jet system. 

Figures 4, 5, and 6 show the radial profiles of the three 
velocity components in a longitudinal plane containing the axes 
of two opposed primary holes, centre longitudinal plane. These 
figures are the quantitative counterpart to the schematic view 
in Fig. 2 (a ) . At 2 = 8 mm the influence of the swirler flow is 
evident from the positive values of the axial component of 
velocity for r/Rc > 0.3 (Fig. 4(a)) and the two maxima in the 
swirl component with values of 1.1 (Fig. 5(a) ) . Both axial and 
swirl turbulence intensity are fairly constant over the radius 
only evidencing small peaks associated with high shear regions. 
This was the closest location to the swirler that could be mea
sured; the curvature of the head distorted the laser beams and 
precluded measurements at axial coordinates less than 8 mm. 
Only measurements with a refractive index-matching technique 
(Edwards and Dybbs, 1984) would circumvent this problem. 

Further downstream, at z = 40 mm (Fig. 4(b)), the region 
of backflow extends up to r/Rc = 0.7. The inner core of the 
flow is moving towards the swirler rotating in a solid body 
fashion up to mid radius (Fig. 5(b)). The normal stresses show 
the high anisotropy, typical of the region surrounding the pri
mary jet impingement; the centreline values of the azimuthal 
and radial components (Figs. 5(b) and 6(a)) are twice those 
of the axial component (Fig. 4(b)). In the mean radial compo
nent (Fig. 6(a)) a nonsymmetrical shape is observed, for which 
no explanation can be found; the negative radial velocity (flow 
moving toward the centerline) is due to the clockwise rotation 
of the central toroidal vortex (region A in Fig. 2 (a ) ) . 

Fig. 6 Measurements of radial veiocity in the plane 0 = 0 deg (case 1) 
(a) z = 40 mm; (b) z = 50 mm; (c) z = 60 mm; (d) z = 70 mm 

The high anisotropy of the flow is most evident along the 
axes of the primary holes, at z = 50 mm (Figs. 4(c) , 5(c) , 
and 6(b)), where the centerline values of the azimuthal and 
radial turbulence intensities (Figs. 5(c) and 6(b)) are still 
higher. The primary jets emerge with a radial velocity of four 
times the combustor bulk velocity and decelerate linearly be
tween r/Rc = 0.5 and the centerline (Fig. 6(b)). This linear 
deceleration was also found along the axial direction (Fig. 3), 
suggesting an inviscid behaviour close to the impingement point 
of the six radially impinging jets (Batchelor, 1967), and ex
plaining the sensitivity of calculations of this flow to grid re
finement in this zone (McGuirk and Palma, 1993). Little swirl 
motion has been imparted to the jets (Fig. 5(c)) due to their 
large radial momentum compared to the crossflow momentum. 
By comparing the profiles of axial velocity at three angular 
locations, © = 0, 15, and 30 deg (Fig. 7) , one can see that 
large positive axial velocity is observed only in planes between 
the jets (Figs. 7(b) and 7(c)) and for r/Rc > 0.7; furthermore, 
this is the only region where for any value of 0 the rotation of 
the flow agrees with the rotation imparted by the swirler (see 
Fig. 7(c) ) , showing that the swirler flow is mainly transported 
near the walls, due to the blockage caused by the primary jets. 
The negative axial velocity of the inner core (Fig. 7), in this 
region so close to the stagnation point, shows that part of the 
jet flow after impingement is deflected upstream toward the 
swirler, giving rise to the toroidal recirculation zone designated 
above as region A. The swirl component in the inner region, 
—0.7 < r/Rc < 0.7, is dominated by the flow resulting from 
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Fig. 7 Measurements of axial and azimutlial velocity in the plane z 
50 mm (case 1): (a) O = 0 deg; (b) 0 = 15 deg; (c) 0 = 30 deg 

impingement and is strongly dependent on the angular location. 
To indicate the complex vortex system set up by the primary 
jet impingement, arrows have been drawn on top of the profile 
(Fig. 1(b)). Due to interference of the laser beams with the 
edges of the holes, measurements of the swirl component were 
not possible around r/Rc = 0.5 (Fig. 7(b)). The points in this 
region are joined by a dotted line, consistent with our interpreta
tion of the flow pattern. 

Bimodal probability density function (PDF) distributions of 
the swirl velocity, first suggested by the large amplitude varia
tions of the oscilloscope traces, were found in some radial loca
tions at z = 50 mm. The exact location and discussion of the 
conditions leading to their formation are the subject of Part 2. 

Compared to the measurements along the axes of the primary 
holes (Fig. 6(b)), there is a dramatic decrease of the radial 
component at z = 60 mm (Fig. 6(c)) just one hole diameter 
further downstream; a maximum negative value of —0.3 was 
measured. Also, the turbulence levels of the azimuthal and ra
dial components (Figs. 5(d) and 6(c)) and the angular varia
tions of the azimuthal component (Figs. 8) are much reduced. 
The axial component reaches its maximum positive value on 
the centerline in this axial location (see also Fig. 3) and be
comes negative in the wake of the jets (Figs. 4(d) and S(a)), 
although not in the immediate vicinity of the wall; this is the 
region mentioned above as zone C. 

At z = 70 mm, as the flow readjusts from the centerline 
towards the low pressure region behind the jets, the radial veloc
ity becomes positive (Fig. 6(d)) and the axial velocity increases 
near the wall (Fig. 4(e)) compared to the previous axial loca
tion. The counter-rotating vortices resulting from jet impinge
ment, rotate via the effect of the enveloping swirler flow and 
downstream of the primary jets can be observed at 0 = 0 deg 
(Fig. 5(d)). Note in Figs. 5(d) and 5(e) (at z = 60 and z = 
70 mm) the two peaks in the azimuthal velocity on each side 
of the centerline with a rotation opposite to the rotation of the 
swirling flow. To illustrate in more detail the flow structure in 

this region we may refer to Fig. 8, with profiles of azimuthal 
velocity for three angular locations, at z = 60 mm. The transport 
of the swirler flow near to the wall can now be observed at all 
angular locations. The two counter-rotating vortices are cen
tered at a radial location r/Rc = 0.55 and are split by a small 
region at the combustor centerline where a weaJi effect of the 
swirler flow can be noticed. This is much evident at angular 
locations not aligned with the primary jet axes ( 0 = 15 deg 
and 0 = 30 deg. Figs. S(b) and 8(c)) . The experimental data 
obtained with the 30 deg swirler is also included (see Figs. 
5(d), 5(e), 5(f), and 8(a)) . In this case, because of the re
duced angular momentum imparted to the jets for a swirler with 
a lower Swirl number, there is no apparent influence of the 
swirler around the combustor centerline and the structure of the 
inner core generated solely by the primary jets flow becomes 
clearer. 

The measurements at z = 70, 85 and 110 mm (Figs. 4, 5, 
and 6) all show an identical general trend. As the distance from 
the primary jets increases and the identity of each jet is lost, 
the swirl component is reduced around the centerline and the 
turbulence approaches isotropy. 

Note that the dilution holes are not aligned with the primary 
holes and that the location 0 = 30 deg corresponds to the axis 
of the dilution holes. The comparison between the mid and the 
central longitudinal plane, 0 = 30 deg and 0 = 0 deg, in Fig. 
9, shows that the cross flow accelerates near the wall as it 
goes between the jets 0 = 0 deg. Fig. 9(a) and that the swirl 
component is similar in both planes. In contrast to primary jet 
behaviour, the dilution jets are rotated by the effect of the swirl
ing crossflow (Fig. 9(b)). Virtually zero radial velocities were 
measured over the entire combustor diameter in the plane be
tween the dilution jets. 

Previous work in gas-turbine combustor geometries (e.g., 
Clarke et al , 1963, Lefebvre, 1983, or the studies related to the 
current work of Heitor and Whitelaw, 1986 and Koutmos and 
McGuirk, 1989) showed the combustor flow more like a mass 
of fluid rotating in a vortex fashion upon which radial opposing 
jets penetrate and are compelled to follow a helical path. How
ever, the velocity measurements above show that this is not the 
case under the present conditions. The present flow should 
rather be viewed as a set of 6 similar 60 degree sectors generated 
by the impingement of the six radial opposing jets; the cross 
flow, although rotating, is unable to impart much rotation to the 
jets and escapes in the gaps between the jets. 

3.2 Parametric Study. In the previous section, the results 
of the standard case were presented and the main features of 
the combustor flow illustrated. Here, the effect of the swirler 
flow is studied by: (i) increasing the swirler flow to the maxi
mum possible in the present rig (mp/msw = 1.31, case 2) , 
corresponding to a 30 percent decrease in primary to swirler 
flow ratio compared to case 1; (ii) reducing the swirler flow to 
zero (mp//hsw = °°, case 3), i.e., the flow inside the combustor 
is set up only by the primary and the dilution jets; (iii) blocking 
both the primary and dilution holes (mpr/ms„ = 0 and mpr/m„os,, 
= 0, case 4) , i.e., the flow inside the combustor is set up by 
the swirler flow only. None of these cases will be covered as 
extensively as the standard case; the measurements were such 
as to allow the influence of the primary to swirler flow ratio to 
be assessed. 

Comparing Figs. 4(b) and 10(a), we can see that the swirler 
has contributed to the widening of the region of negative axial 
velocity and to an increase of the backward flow rate; this is 
one of the advantages of the swirler flow. The general shape of 
the velocity profile is similar either with (case 1, Fig. 4(Z7)) or 
without swirler flow (case 3, Fig. 10(a)) and this is proof 
that under case 1 experimental conditions the primary region is 
dominated by the primary jet flow. 

If there is no swirler flow, for symmetry reasons the mean 
azimuthal component should be zero in longitudinal planes con-
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Fig. 8 Measurements of axial and azimuthiai veiocity in the plane z 
60 mm (case 1): (a) 0 = 0 deg; (b) 0 = 15 deg; (c) 0 = 30 deg 

taining the axes of two opposed holes ( 0 = 0 deg) or midway 
between the two holes ( 0 = 30 deg). Figure 10(b) violates this 
condition in a region close to the centerline, which is believed to 
be related to a small misalignment of the jet impingement, as 
also suggested in Fig. 11(b). This misalignment was certainly 
not obvious in case 1 (Fig. 7(c)) . The sketches in Fig. 2(c) 
of the cross-sectional views of the mean flow pattern, with six 

a) 
b) 

O : mean velocity 
• : turbulence intentitv 

Fig. 10 Measurements atz = 40 mm, 0 ^̂  0 deg (case 3, without swirler 
flow): (a) axial component; (b) azimuthal component 

jets impinging on the centerline, and two equal sized vortices 
between jets, were idealized sketches. The location of the jet 
impingement point exactly on the centerline is difficult to 
achieve experimentally. Work carried out in the context of so-
called side-dump ramjet combustors (e.g., Edelman and Harsha, 
1978; Nosseir and Behar, 1986; Nosseir et al., 1987) has shown 
that the jets tend to oscillate due to jet-on-jet impingement 
and this can give rise to an asymmetric mean flow pattern. 
Sivasegaram and Whitelaw (1986) also concluded that opposed 
jets in geometries without cross flow become more sensitive to 
small geometric or flow asymmetries. The above measurements 
indicate therefore another important role of the swirler flow 
under the present flow conditions, i.e., to help re-establish the 
symmetry of the mean flow pattern and reduce its sensitivity to 
small jet misalignment. 

If we restrict our attention to the axial location z = 50 mm. 
Figs. 11, 12, and 13 show the influence of the swirler flow for 
an angular location midway between the jets, starting from a 
situation with no swirler flow (case 3, Fig. 11) and moving to 
swirler flow only (case 3, Fig. 13). It becomes obvious that the 
magnitude and, in particular the anisotropy of the normal 
stresses are essentially due to primary jet impingement. Fig. 13 
(swirler flow only) shows similar and constant values of axial 
and azimuthal turbulence intensities across the combustor, 
whereas in Fig. 11(b) (no swirler flow) the peak centerline 
azimuthal turbulence intensity is 7 times higher than in the case 
of swirler flow only and about two times higher than the axial 
turbulence intensity (Fig. 11 (a)) . These differences are re
duced as the primary to swirler flow ratio decreases. This con
clusion is apparent from observation of the following sequence 
of figures: Fig. 11 (case 3, /Mp/msw = °°), Fig. 7(c) (case 1, 
'Wpr/'Wsw = 1.92), Fig. 12 (case 2, Wpr//?isw = 1-31) and Fig. 13 
(case 4, wzpr/msw = 0), arranged in decreasing order of primary 
to swirler flow ratio. 

The profiles of axial velocity in the figures above all show a 
positive region for r/Rc > 0.7, however the negative centerline 

b) 

Fig. 9 Measurements of axial and azimuthal velocity in the plane z 
130 mm (case 1): (a) 0 = 0 deg; (b) 0 ^ 30 deg 

Fig. 11 Measurements atz = 50 mm, 0 = 30 deg (case 3, without swirler 
flow); (a) axial component; (b) azimuthal component 
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Fig. 12 Measurements atz = SO mm, 0 = 30 deg (case 2, higher swirler 
flow rate): (a) axial component; (b) azimuthal component 

1.0 

V u ' / U , 

0.0 

u/u, 

O : mean velocity 
w: turbulence intensity 

4 J 

-0.5 0.0 o.s 1.0 

r/Rc 

Fig. 14 Measurements atz = SO mm, 0 = 0 deg (case 3, without swirler 
flow): (a) axial component; (b) azimuthal component 

value throughout the combustor is known, from measurements 
not included here, to prevail in case 4 only (swirler flow only). 
In all other cases, the region of negative velocity is terminated 
by the primary jet impingement. The higher negative axial ve
locity on the centerline for the case with the highest swirler 
flow rate (Fig. 12(a)) is due to the increased bending of the 
jets towards the nozzle rather than any bending of the jets 
towards the swirler caused by the swirl motion. The measure
ments of Koutmos and McGuirk (1989) also showed that reduc
ing the primary to swirler flow ratio reduces the primary jet 
penetration. 

Figures 14 and 15 show measurements without swirler flow. 
Comparing Fig. 14 with Fig. 7(a) one can see the effects of 
the swirler flow along the axes of the primary holes. A negative 
axial velocity over the entire combustor diameter and a peak 
distribution of azimuthal turbulence intensity. Figure 15(b), 10 
mm downstream of the primary jets at an angular location ro
tated by 0 = 15 deg relative to the axis of the primary holes, 
should confirm the existence of two counter-rotating vortices 
between the jets, but this was precluded by the low mean azi
muthal velocity. The misalignment of the impingement men
tioned above may also have changed the relative size of these 
vortices, in which case the 15 deg plane does not correspond 
to the center. 

4 Conclusions 
An experimental study of the flow inside a water model of 

a gas-turbine combustor was presented. The flow configuration 
allowed for two rows of radially opposing jets penetrating into 
a swirling, axially directed stream—a configuration typical of 
many other fluid devices. The model was a geometrical replica 
of a combusting model intended to simulate a modem can-type 
combustor. The main conclusions of the present work were: 

1. The flow in the primary region was dominated by the 
primary jet impingement. The six primary opposed jets 
penetrate almost radially into the combustor, impinge on 

2.0 

l-O 

0.0 

u/u. 
-1.0 

V i -/' 
%^^^^^^^^. 

1 
a) 

O : mean velocity 
• : turbulence inteniity 

Fig. 13 Measurements a tz = 50 mm, 0 == 30 deg (case 4, swirler flow 
only): (a) axial component; (b) azimuthal component 

b) 

Fig. 15 Measurements atz = 60 mm, O = IS deg (case 3, without swirler 
flow): (a) axial component; (b) azimuthal component 

each other at the centerline and split giving rise to a 
toroidal recirculation zone in the head of the combustor. 
For high primary to swirler flow ratios (mpr/ihs^ = 1.92), 
two counter-rotating vortices are set up in between the 
jets, a motion that is not as evident for lower primary 
to swirler flow ratios (ffjpr/msw = 1.31) and gradually 
disappears with distance from primary jet impingement. 
For purely swirling flows with no jets a backward axial 
flow was set up throughout the combustor centerline. 
The main characteristic of the primary jet impingement 
was a strong anisotropy of turbulence with the azimuthal 
normal stress twice as large as the axial normal stress. 
Both the magnitude of the turbulence intensity and the 
level of anisotropy are reduced with the primary to 
swirler flow ratio. 
Because of the strong backflow created by the primary jet 
impingement, the swirler flow was transported near to the 
combustor walls and between the primary jets until it 
reached the plane of the dilution jets. The swirler flow 
creates a small recirculation region near the combustor 
head. 
Because they are staggered relative to the primary jets, 
the dilution jets blocked the upstream (swirler fluid) flow 
near the wall and forced this to mix with the central core, 
mainly formed by the downstream flow resulting from 
primary jet impingement. 
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Experimental Investigation of 
the Flow Inside a Water Model 
of a Gas Turbine Combustor: 
Part 2—Higher Order Moments 
and Flow Visualization 
The measurements of mean and turbulent quantities presented in Part 1 showed a 
strong influence of the primary jet system and evidence of the existence of bimodal 
distributions of the azimuthal velocity was also noted. Due to the importance of this 
phenomenon for combustor operation, a further study was carried out and measure
ments of higher order moments (skewness and flatness) were taken, followed by 
spectral analysis and high-speed flow visualization. These showed that, under the 
present flow conditions, the time behavior of the six radially impinging primary jets is 
similar to that encountered in single jet instability studies, with a dominant frequency 
corresponding to a Strouhal number of 0.27, when correlated with the primary jet 
characteristics. The unsteady nature of the flow around the primary jets and the high 
turbulence anisotropies observed suggest that accurate calculations of gas turbine 
combustor flows are likely to be impossible with models based on time-averaged 
version of the governing equations, even with closure at the second moment level. 

1 Introduction 
The measurements of mean and instantaneous velocities pre

sented in Part 1 (McGuirk and Palma, 1995), mentioned the 
presence of bimodal probability distribution functions (PDFs) 
of the mean azimuthal component around the impingement re
gion of the primary jets. Such bimodal PDFs of the velocity 
are probably an indication of the presence of large turbulent 
structures. Distributions of probability with bimodal shape are 
often associated with the coexistence of two phenomena of 
distinct frequencies, e.g., a low frequency phenomenon with 
superimposed high frequency turbulence. If this occurs inside 
combustors, there is cause for concern as to the origin of the 
low frequency, intermittent, component since it may affect the 
performance of the combustor, being a source of noise, flame 
extinction, combustion instability and probably also structural 
vibration. Other implications of such phenomena include, for 
instance the possible abandonment of numerical approaches 
based on a steady-state formulation of the equations. 

There is a wide body of published literature where flow insta
bility is reported, either related to a single jet flow configuration 
(e.g.. Crow and Champagne, 1971; Hussain, 1986), swirling 
flows (e.g., Cassidy and Falvey, 1970; Syred and Beer, 1974; 
Escudier andZehnder, 1982), jets in crossflow (e.g., McMahon 
et al., 1971), jet-on-jet impingement (Nosseir et al., 1987), 
impinging wall jets (Ho and Nosseir, 1981), radially discharg
ing jets (Liou et al., 1990; Nosseir and Behar, 1986) or mixing 
layers (Koochesfahani and Dimotakis, 1986). To a certain ex
tent all of these flows coexist in the present geometry, and the 
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objective of the current study is to identify the location and the 
reasons for the formation of the azimuthal instability observed 
in the primary jet plane. Depending on both geometry and exper
imental conditions, various reasons have been put forward to 
explain unstable flow behaviour. For instance, in the study of 
the flow in a side-inlet rectangular combustor, Liou et al. (1990) 
attributed the phenomenon to the bidirectional characteristic of 
the flow in this region, whereas Nosseir and Behar (1986) 
attributed it to the single jet flow instability. Neither of these 
works encompass the presence of swirl in the crossflow, which 
by itself can lead to the appearance of low frequency phenom
ena, this time not related to jets. 

Measurements of higher order moments of the three velocity 
components, velocity spectra measurements and flow visualiza
tion by both still and high-speed photography were made, and 
are discussed in the forthcoming sections. The paper is made 
up of two main sections: Section 2 describes the experimental 
techniques being used, and Section 3 includes the discussion of 
the results. The main conclusions are summarized in Section 4. 

2 Experimental Procedures 

The combustor model and the main characteristics of the 
LDV system have all been described in Part 1. In addition, the 
various flow parameter characteristics (swirler, primary flow 
rates, etc.) are contained in Table 2 of Part 1 and the same 
notation is used here for the various experimental conditions 
(Case 1, 2, 3, etc.). 

Spectral measurements were made with a Solartron/ 
Schlumberger 1200. Most of the signal occurred within a range 
of 4 Hz up to 1 kHz, as was found from a previous sweep over 
the full range of the instrument (0 up to 30 kHz). The inherent 
high frequency limitations of the LDV technique, affecting the 
measurement of the full turbulence spectra (e.g., George and 
Lumley, 1973; Buchave et a l , 1979), were irrelevant for the 
present study. Uncertainties arising due to spectral measure
ments originating from an unequal time interval (e.g., Adrian 
and Yao, 1987) are present but were reduced by increasing 
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the data rate. This was achieved by decreasing the acceptance 
threshold level of a valid Doppler burst and increasing seeds 
by adding a small amount of milk to the water. 

For visualization of the mixing process, a solution of rhoda-
mine B diluted in water to a concentration of 1.3 mg/1 was 
injected through the fuel injector. The illumination of the test 
section was provided by a sheet of light created by a cylindrical 
lens. 1.2 W argon-ion laser (Spectra-Physics, model 164), tuned 
at 514.5 nm, was used as the light source. For still photography, 
a 35 mm standard photographic reflex camera was used with a 
Kodak TMY black and white negative film. The cine camera 
was a Photec IV, 16 mm high-speed motion camera. The film 
was 7250 Eastman Ektachrome Video news high-speed film 
(tungsten). Without forced processing, 400 ASA, a maximum 
speed of 400 fps was possible, and according to the Nyquist 
criterion (Bendat and Piersol, 1986), no phenomenon with a 
frequency higher than half the frequency of the film (200 Hz) 
was properly resolved. It is worth noting that the ability to 
obtain results as good as those shown in the present work at 
such relatively low frame rate is a consequence of both low 
molecular diffusivity^ of rhodamine B (about 2 X 10"' cm^/s, 
i.e., a Schmidt number of 500) and the low velocities typical 
of water flows. 

Given the difficulties of convergence of the higher order 
statistical moments (Tennekes and Lumley, 1972), special care 
was taken in the measurements, and also the evaluation of the 
experimental error of skewness and flatness. For instance, mea
surements were obtained from up to 32256 samples, by merging 
the statistics of blocks of 8064 individual samples. To aid graph
ical presentation, whereas the data points for mean and rms 
values (in Part 1) were joined by straight lines, in the case of 
the higher order statistical moments polynomial (Chebyshev 
series) least-squares fitting was carried out before plotting. To 
increase the resolution of the fit, and because of the symmetry 
properties of the flow, data from the two halves of the combustor 
were first converted into a single half. In addition, within the 
same profile a weighting factor was attributed to each point, 
depending on the size of the sample from which it was derived. 
Once the coefficients of the polynomium were found, the con
verted half could easily be recovered and the symmetry (or 
anti-symmetry) of the line plotted through the experimental 
data points guaranteed. The values on the walls (boundary con
ditions) were not enforced and the polynomial fitting was termi
nated at the nearest measured point to the wall. This procedure 
has proven to be an efficient way to present the data, overcoming 
the scatter of the results and enabling the identification of trends. 
Further details are given in Palma (1989). 

The average rms distance between the fitted profiles and the 
raw experimental values was used as a means of estimating the 
experimental uncertainty of the higher order moments. Moffat 
(1988) has mentioned this approach as a very simple technique 
which can provide only an indication of the scatter of the results; 
the use of Moffat's alternative methodology has not been con-

' Taken from Reid et al. (1987), assuming infinite dilution. 

sidered, since it was uncovered only after completion of the 
present work. Using all points in the profile, a relative error of 
about 20 and 10 percent, and a mean absolute error around 0.1 
and 0.2 were found for the skewness and flatness, respectively. 

3 Analysis and Discussion of Results 
Figure 1 shows the skewness (S) and flatness (F) of both 

axial and azimuthal velocities for case 1 at z = 50 mm, the 
axial location of the primary jets axes, for three different azi
muthal planes ( 0 = 0 deg, 15 deg, and 30 deg). The values 
associated with the axial velocity, despite the proximity of the 
primary jet impingement, 2 mm downstream, show that even 
at this location the probability density function is, in general, 
above the gaussian value of 3, with no evidence of axial inter-
mittency. At 0 = 15 deg and 30 deg the flatness increases to 
a value of 4 towards the wall, due to acceleration of the flow 
in this region, acquiring features typical of turbulent wall 
boundary layer flows (Durst et al., 1987). The azimuthal com
ponent has different characteristics; the flatness values are rela
tively low around the centerline with a bimodal shape of the 
PDF between the primary jets (O = 30 deg). The maximum 
block size of 8064 samples was used in all these probability 
distributions, and the vertical line in each figure corresponds 
to zero mean velocity. The PDF furthest away from the center-
line {rlRc = 0.3), although also with a low flatness (about 
2.5), does not show the double peak structure so clearly; it 
seems that the bimodal shape is associated with wide regions 
of flatness below 2.5. 

The higher order moments of the radial velocity are included 
in Fig. 2 for locations around the primary jets. The profile along 
the jet axes provides the most interesting features of all (Fig. 
2{b)). Trends in both skewness and flatness enable a clear 
identification of the region, at mid radius, where the jets start 
interacting with the crossflow; there is an inflexion in the flat
ness and the skewness reaches its highest measured value (1) 
in this flow, indicating a strongly skewed PDF with a long 
positive tail, i.e., the presence of turbulent eddies with relatively 
high positive radial velocity. The behavior around the centerline 
is similar to that observed previously for the azimuthal compo
nent, as it should on simple geometrical grounds. 

Measurements of skewness and flatness further downstream 
at z = 60 mm (Fig. 3) and at other locations inside the combus
tor (Palma, 1989) did not suggest the presence of this bimodal 
structure, showing that the bimodal behavior was restricted to 
the area near the primary jets. The higher order moments show 
values very different from those expected from gaussian PDFs, 
reinforcing the points made in Part 1 about the nonhomogeneity 
of turbulence in this type of flow. The maxima of both skewness 
and flatness for all velocity components are located near the 
primary jet impingement and both the absolute magnitude and 
gradients in any direction decrease as the flow evolves down
stream, indicating an increased level of mixing. 

The conditions favorable to the formation of the bimodal 
PDF can be made clear by examination of data under different 
experimental conditions. In Fig. A{b), corresponding to a loca-

Nomenclature 

Djet = jet diameter 
/ = frequency 

Fv, Fy, Fw = flatness factor for axial, 
radial and circumferen
tial velocities 

PDFu, PDFy, 
PDFw = probability density 

functions for axial, ra
dial, and circumferen
tial velocities 

r = radial coordinate 
R = ratio between jet and crossflow 

velocity 
Re = combustor radius 
Rjet = jet Reynolds number based on 

velocity and jet diameter 
RCbuik = Reynolds number based on bulk 

velocity and combustor diameter 
St = Strouhal number 

Su, Sv, Sw = flatness factor for axial, ra
dial and circumferential ve
locities 

Vjet = jet velocity 
z = axial coordinate 

0 = azimuthal coordinate 
p = fluid density 
/Li = dynamic fluid viscosity 
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Fig. 1 Higher order moments of axial and azimuthal velocity in the plane 
z = 50 mm (case 1): (a) e = 0 deg; (b) G = 15 deg; (c) 6 = 30 deg 

tion identical to Fig. 1 (c) but without swirler flow, one can see 
that the discrimination between the two modes of the PDF has 
been enhanced on removal of the swirler flow; moving from 
the centreline toward the wall, there is a weakening of one of 
the peaks, accompanied by a smoothing and "squeezing" of 
the distribution, leading to flatness values in excess of 3 for 
rlRc > 0.5. Figure 4(a) shows results along the axes of the 
primary holes and here there is no evidence of a bimodal PDF, 
the probability distribution becomes flatter in a much narrower 
region near the centerline; this can also be seen in the radial 
profile of Fw 

The flatness shows an abrupt variation (from 2 to 6) at r/Rc 
= 0.1 and 0.3 (in Figs. 4(a) and 4{b), respectively). Because 
there is no swirler flow this is a flow with larger azimuthal 
gradients; note, for instance the different width of the low flat
ness region at 6 = 0 deg (Fig. 4 (a ) , when aligned with the 
jets axes) and 0 = 30 deg (Fig. 4(b)). This sudden variation 
of flatness can also be observed, although not so clearly, under 
experimental conditions with swirling crossflow (e.g.. Fig. 1) 

and is an indication of a mixing process between shear layers 
with different scales dominated by mutual penetration rather 
than by diffusion (Verravalli and Warhaft, 1987). 

Results for the azimuthal component in Fig. 4 show the least 
successful application of the plotting procedure described in 
Section 2. The skewness profile is assumed to be antisymmetric, 
an assumption that is not valid in the absence of swirler flow 
and this partly explains the failure to capture the data trend. 
We know that these longitudinal planes ( 0 = 0 and 30 deg) 
are planes of azimuthal symmetry, the non-existence of swirler 
flow (W « 0) suppresses the azimuthal transport of turbulent 
stresses and therefore despite the high values of azimuthal turbu
lence intensity, the skewness is virtually zero. 

Other locations, as for instance 10 mm downstream of the jets 
at an angular location rotated by 15 deg (Fig. 5), show no bimodal 
distributions. It is now obvious that the bimodal distributions of 
the azimuthal component of velocity are restricted to the mid longi
tudinal plane ( 0 = 30 deg) at z = 50 mm, although flatness values 
of 2.2 and high Wnn, values may persist in a region around the 
centerline, near the primary jet impingement. 

If the removal of the swirler flow enhances the discrimination 
between the two modes of the PDF, the increase of the swirler 
flow rate to 0.797 kg/s (the highest in our experiments) re
moves the bimodal PDF (Fig. 6 ( i ) ) . The width of the PDFs 
of the azimuthal component (Fig. 6(b) still increases toward 
the centerline, but to lower rms and higher flatness levels than 
in any other case with or without swirler flow. Closer to the 
centerline, the distribution is symmetrical (Fig. 6(b)), but at 
r/Rc = 0.25 and -0.25 (locations corresponding to maxima in 
the radial profile of mean swirl velocity, see Part I) the distribu
tions apart from being strongly skewed are also mirror images 
of each other, i.e., the skewness has opposite sign; anti-symmet
rical images are typical of swirler flows. A flatness value below 
the gaussian level can still be measured on the centerline but 
the radial distance over which this low value can spread is much 
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Fig. 2 Higher order moments of radial velocity component at G = 0 deg 
(case 1): (a) z = 40 mm; (b) z = 50 mm; (c) z = 60 mm; (d) z = 70 mm 
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restricted compared to any of the other experimental conditions. 
The PDF of the axial component is also shown for this case 
(Case 2) and here one can see (Fig. 6(0)) a nearly symmetric 
distribution, becoming progressively more skewed towards the 
negative side, anticipating the change of sign of the mean veloc
ity which occurs at rlRc = 0.65. 

It is likely that the bimodal velocity distributions are related 
to the two counter-rotating streamwise vortices formed between 
the jets as described in Part 1. Each mode is associated with a 
different jet (or vortex) and the reduced discrimination between 
the modes and their eventual merging as the distance from the 
jet axes increases is nothing but an indication of the increased 
mixing between the two jet streams. Increase of either the 
swirler flow rate or the swirl number will reduce the penetration 
of the primary jets by simultaneously imparting rotation to the 
jets and forcing their downstream deflection, therefore reducing 
the strength of the vortices generated by jet impingement. For 
low swirler flow rates this will merely rotate the plane of the 
PDF bimodal shape; whereas for higher levels of swirl it might 
even give rise to different flow patterns. This evolution of the 
mean flow pattern is clear from flow visualization based on 
numerical predictions (McGuirk and Palma, 1992, 1993) of 
these experiments. The influence of the swirler flow is not sur
prising since the observed instability is mainly an azimuthal 
instability removed by the swirler by imparting a preferred rota
tion to the jets. 

a ) 

I 

\ B)__ j^ °J\. A_ 

b) 

c) 

Fig. 

0.0 

r/Rc 

3 Higher order moments of axial and azimutliai velocity in the plane 
60 mm (case 1): (a) G = 0 deg; (b) G = 15 deg; (c) G :̂  30 deg 
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Fig. 4 (Higher order moments of axial and azimuthal velocity in the plane 
z = 50 mm (case 3, without swirler flow): (a) 6 = 0 deg; (b) 6 = 30 deg 

The study of the PDF above enabled the identification of 
both the most probable conditions and the location where the 
bimodal PDF occurs. The question may be posed as to whether 
the low frequency contribution arises at a discrete frequency in 
the spectrum. Spectral measurements on the centerline at the 
primary jet impingement (z = 50 mm) for the case of no swirler 
flow did not show any dominant frequency but a broad range 
of frequencies between 10 and 150 Hz with a maximum at 
about 60 Hz (Fig. 7) . The broad range nature of the spectrum 
removes any doubts about the turbulent nature of the phenome
non. For a swirler flow of 0.797 kg/s (case 2, rhprlrh^w = 1.31), 
the energy content of this range of frequencies is reduced (Fig. 
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8), but a discrete frequency now appears at 10 Hz. This feature 
is not associated with the counter-rotating vortices as described 
above, since these weaken as the swirler flow rate increases, it 
is most likely associated with the precessing vortex core of the 
swirler flow, as observed in Koutmos and McGuirk (1989). 
The undesirable consequences of a precessing vortex core inside 
the combustor (see, for instance, Syred and Beer, 1974) are no 
less important than the ones associated with the bimodal PDFs 
of the azimuthal component. 

3.1 The Jet Impingement Process. If the bimodal PDF is 
associated with the interface between the vortices, as suggested 
above, why does it show up strongly only in the region around 
the centerline? Assuming that each of the primary jets penetrates 
into the combustor with negligible expansion, i.e., as a uniform 
column of fluid, they all meet at 10 mm from the centerline. This 
cylindrical region, concentric with the combustor centerline, is 
precisely the region where bimodal distributions were detected 
and it is thus most likely that the bi-stable behavior is related 
with the jets themselves. 

Because there is no region of constant jet velocity, it is diffi
cult to define a developing region for the present jets. Neverthe
less, since the turbulent structure of a free jet shear layer in the 
developing region is characterized by large turbulent eddies 
(Townsend, 1976), it is not surprising that, in the present case, 
the merging of the jet flows is accompanied by very wide distri
butions of probability. Another conceptual model, equally ap
pealing, is to think of the radially penetrating jet as a cylindrical 
bar undergoing buckling on impingement. In this case the low 
frequencies would not only be caused by the merging of the jet 
shear layers but by collapse of the jet column itself. Both of 
these aspects, shear layer and jet column instability, have been 
noted in the literature. Becker and Massaro (1968), for instance, 
refer to the first reported studies in 1858 by Leconte. The shear 
layer type of instability shows as ripples on the surface of the 
jet and scales with the boundary layer thickness at the jet nozzle. 
The jet column instability is evidenced at low Reynolds number 
as sinusoidal oscillations of the jet, but for jet Reynolds numbers 
above 10" (as in the range of the present work. Table 1) it 
assumes the shape of axisymmetric vortex rings. There is some 
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Fig. 5 Higher order moments atz = 60mm,e = 15 deg (case 3, without 
swirler fiow): (a) axial component; (b) azimuthal component 

Fig. 6 Higher order moments and PDFs at z = SO mm, e = 30 deg 
(case 2, higher swirler flow rate): (a) axial component; (b) azimuthal 
component 

controversy about the real origin of these two types of jet insta
bility (c.f., Hussain, 1986 and Petersen and Samet, 1988), and 
since the present experiment involves rather complex jet struc
ture, here it is not possible, or perhaps necessary, to decide 
which mode is in operation in our measurements and refer 
simply to jet instability. 

Crow and Champagne (1971), through externally exciting 
a round free jet, showed that every perturbation is linearly 
amplified until a saturation level is reached. This saturation 
reaches its maximum for a jet perturbation with a Strouhal 
number (ST = fDja/Uja of 0.30 and occurs 3.7 diameters 
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Fig. 7 Spectrum 
= 50 mm (similar 

100 tOOO Hz 

FREQUENCY 

of tile W component on tlie combustor centerline at z 
to case 1, but witli a 30 deg swirler) 

100 

FREQUENCY 

Fig. 8 Spectrum of tlie W component on the combustor centerline at z 
= 50 mm (case 2, higher swirler flow rate compared to Fig. 7) 

downstream with a wavelength of 2.38 jet diameters. In the 
present case: (i) the 60 Hz peak in the frequency spectrum 
(Fig. 7) corresponds to a Strouhal number of 0.27; (ii) the 
distance between the hole and the centerline is 3.7 jet diame
ters, as the distance for maximum amplification found by 
Crow and Champagne, and; (iii) the distance between the 
jet hole and the point where the bimodal PDFs start is 2.22 
jet diameters {rlRc = 0.4, from Fig. 4(A)), close to the 
wavelength of the most unstable mode of a free jet. The 
improved discrimination between the peaks of the bimodal 
PDF on the jet edges rather than on the jet axes also agrees 
with free jet observations; since, as Crow and Champagne 
showed, the energy content of the amplified perturbations is 
higher in the jet shear layer. 

More recent work (Gutmark and Ho, 1983) on jet instability 
has established a range of Strouhal numbers for jet instability 
between 0.24 and 0.51. However, despite the differences be-
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McMahon et al (1972) 
Moussa et al (1977) 
Andreopoulos (1985) 
Crabb et al (1981) 
Present Study (Primary) 
Present Study (Dilution) 
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Fig. 9 Strouhal number as a function of the jet to cross-stream velocity 
ratio 

tween the current geometry and the single jet experiment of 
Crow and Champagne, the agreement between the results is 
excellent and suggests that the stability characteristics of a free 
jet are not significantly altered either by jet-on-jet impingement 
or by interactions between the six jets. There is no destructive 
interference and the whole system is organized around the most 
unstable mode of a single free jet. This has already been pointed 
out by Crow and Champagne to justify the relevance of their 
experiment to unexcited single jets (". . .the structure of the 
big eddies can be expected to pull in around the mode at St = 
0.30, which attains the highest possible amplitude under nonlin
ear saturation. . ."). 

It has been shown that by increasing the swirler flow 
strength with respect to the primary jet flow (w^ /̂m.™ = 
1.92), the jet impingement is made weaker and the flow 
acquires a more stable behaviour; however, too high swirler 
flow rates {rn^Jriisw = 1.31) also give rise to an instability, 
this time a single frequency attributed to a processing vortex 
core. Geometrical alterations available to combustor design
ers that may also lead to improved stability of the flow (via 
reduction of the momentum flux of the primary jets) are for 
instance the increase in the number or size of the primary 
holes. Any procedure to improve the stability of the flow 
will lead to a lower level of turbulence intensity, but will 
improve the mixing process and consequently the combus
tion characteristics of the combustor. In the present case, the 
existence of high rms values, especially on the centerline, 
is due to the convective transport of parcels of fluid (large 
eddies with a characteristic size of the order of the primary 
jet diameter, i.e., scales much larger than would be desirable 
for an intimate mixing of fuel and air) which are not mixed 
with the crossflow. For improved mixing, the break-up of 
these large eddies should occur in the shortest time and space 

Table 1 Strouhal number as found either in jets in crossflow or jet-on-jet impingement geometries 

Authors (Year) 

McAUistert (1968) 
Reillyt (1968) 
McMahon et al. (1971) 
Chassaing et al. (1974) 
Moussa et al. (1977) 
Crabb etal. (1981) 
Andreopoulos (1985) 
Nosseir and Behar* (1986) 
Nosseir et al.* (1987) 
Present work 

D 
[mm] 

— 
12.7 
50,8 
40 
23.6 
25.4 
50 
40 
97.4 
10 

Vj=. 

Im/sl 

9.6 
183 
20.7 
29.6 
27.6 

3.48 
0.04 

100 
2.2 

4 < 

220 

/ 
[z] 

65.5 
25 
11.5 

/ < 7 2 
25 

108 
0.3 

< / < 515 
60 

R 

3.83; 34 
3 

12 
6.35 

1.4 < R < 30 
2.3 

0.25 < R <2 
0 0 

00 

— 

St 

0.027; 0.0006 
0.087 
0.007 
0.02 
0.12 > 5f > 0.001 
0.023 
1.55 > St > 0.194 
0.20 
0.21, 0.50 
0.27 

Rejet 

7. X 10' X 2. X 10' 
8.1 X 10' 
6.1 X 10' 
5.4 X 10* 
4.6 X 10" 
4.6 X 10" 
1,1 X 10" 
3.0 X 10' 
6.4 X 10' 
2.2 X 10" 

* Jet-on-jet impingement with no crossflow. 
t Referred by McMahon et al. (1971). 
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Plate 1 Flow visualization (still photography) by injection of a solution 
of rhodamine B-diluted in water through the fuel injector-flow conditions 
corresponding to cases 2 (left) and 3 (right). Illumination obtained by a 
vertical laser sheet aligned with the combustor axis, containing the pri
mary holes axes and halfway between the dilution holes axes (centre 
longitudinal plane). Different flow conditions along lines. 

primary hole axis, a location where even in the current data 
the bimodal structure is not so evident. Some evidence for 
the existence of large flow structures may be seen in the 
temperature measurements of Heitor and Whitelaw (their 
Fig. 6 ) , where the higher rms of the temperature and flatness 
values below gaussian are probably associated with intermit-
tency between jet and cross stream flow. 

Studies on jets in crossflow have explained the existence 
of low frequency oscillation on the basis of vortex shedding, 
by analogy with the flow around a cylinder (e.g., McMahon 
etal., 1971,Moussaetal., 1977). However, there is evidence 
that this is not relevant in the present study. First, vortex 
shedding is strongest in situations with a high jet to cross 
stream velocity ratio, where there is a greater similarity be
tween the jet and a cylinder in a crossflow; second, vortex 
shedding occurs only in the wake of the jet and thirdly the 
relevant Strouhal number, if the jet velocity is used as the 
reference velocity, is at least twice as low, compared to our 
measurements. Strouhal numbers from other works (Table 
1 and Fig. 9) were evaluated using the jet diameter and 
velocity as the relevant scales to highlight the different fre
quencies associated with vortex shedding and jet instability. 
This supports our point that the phenomenon observed at the 
impingement is associated with jet instability; a point of 
view that can also be found in the works of, for instance, 
Andreopoulos (1985) and, in the context of jet-on-jet im
pinging flows, either Nosseir and Behar (1986) or Nosseir 
et al. (1987). 

Caution is required in the comparison between our results 
and those obtained in simpler jet in crossflow geometries. 
In the present case, there is no obvious cross-stream velocity 
scale at the plane of the primary jets. Nevertheless, if we 
use the same bulk combustor velocity (based on the total 
flow rate) used to non-dimensionalise the velocity measure
ments, then a velocity ratio of 3 is obtained. Figure 9 shows 
the Strouhal number from several studies either on jets in 
crossflow or jet-on-jet impingement. Note that in this figure 

available. These eddies, in the case of increased swirler flow, 
no longer appear because they have been stretched and bro
ken up due to shear forces caused by the increased angular 
momentum. The existence of these large structures and their 
preferential orientation explain the high turbulence anisot-
ropy also measured around the primary jet impingement (in 
Part 1). The discussion above will be clearer after the visual
ization study described in Subsection 3.2. 

A high turbulence intensity on the axis of the primary jet 
has already been noticed in previous studies (Green and 
Whitelaw, 1983; Koutmos 1985; and Heitor and Whitelaw, 
1986. Koutmos (1985), for instance, explained this increase 
on the basis of a sudden deceleration of the jets along their 
axes, ignoring the strong three dimensional nature of the 
flow in this region. Heitor and Whitelaw (1986), on the other 
hand, suggested, by comparing combusting and isothermal 
flows, that the increased turbulence level was due to the 
production of turbulence by pressure gradient diffusion. No 
bimodal PDF structure was found on the primary hole axis 
and the turbulence kinetic energy was much higher than 
would be expected from the mean radial gradient. Apart 
from any doubts introduced by the difficulties of comparing 
combusting and isothermal situations (the flow pattern is 
unlikely to be identical in both cases), two reasons may have 
contributed to the differences between the current data and 
that of Heitor and Whitelaw: (i) the swirler to primary flow 
ratio in the Heitor and Whitelaw experiments was much 
higher, giving rise to a different flow pattern with enhanced 
flow stability and no bimodal PDF, or (ii) their measure
ments were restricted to the horizontal plane containing the 

Plate 2 Flow visualization (high-sjieed photography) by injection of a 
solution of rhodamine B diluted in water through the fuel injector-fiow 
conditions corresponding to case 3 (combustor flow without swirler 
flow). Illumination obtained by a vertical laser sheet perpendicular to the 
combustor axis, containing the primary and dilution holes axes, respec
tively. Frames should be read from the top to bottom in order to follow 
the right sequence of events. 
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the Strouhal number is defined as a function of jet velocity 
rather than the cross stream velocity as in the majority of 
the studies available in the literature. These results clearly 
showed two different trends for velocity ratios lower and 
higher than 3. This critical value is established mainly by 
the extensive measurements of Moussa et al. (1977), and 
this is a feature already pointed out in their study. Andreo-
poulos (1985) and Krothapalli et al. (1990) also deduce the 
existence of a critical value which they indicate to be 2 and 
5, respectively. Flows with a velocity ratio below the critical 
value were described as made up of large turbulent struc
tures. 

3.2 Flow Visualization and Mixing. Two basic sets of 
pictures are shown. Plate 1 includes black and white pictures 
obtained by still photography (1/1000 s), whereas plate 2 in
cludes a sequence of frames taken from the high-speed film. 

In the black and white photographs, Plate 1, the white regions 
correspond to fluorescing dye (orange) and the black regions 
to pure water (green). These views were illuminated by a verti
cal laser light sheet originating from below the test section 
and with the camera orthogonal to the plane of light. Only the 
visualization of cases 2 and 3 (right and left column, respec
tively) is shown. 

Turning attention to Plate 1 and the two photos of the primary 
zone (top two pictures), in case 2 (with swirier flow), com
pared to case 3 (without swirier flow), the penetration of the 
fuel jets has increased, due to their entrainment by the fluid 
originating from the swirler. The swirler flow itself is evidenced 
by the black region near the wall. Other regions of similar low 
levels of concentration are the wake of the fuel injector and the 
entry of the primary jets. If the swirler flow is off (column on 
the left), the preferential transport of "fuel" near the walls and 
the lower levels of mixing are clearer. Readdressing the cou
pling between turbulent stresses and mixing, it has been noted 
above that as the ratio between the primary and the swirler flow 
rate increases, the overall rate of mixing decreases. This reduced 
mixing can be seen in the photos on the left through: (i) the 
central core of the flow, mainly formed by low concentration 
fluid emerging from the primary holes and (ii) the bigger turbu
lent structures shown for instance by the impact of the lateral 
jets on the centre plane as two craters. 

The dilution jets are staggered by half a pitch with respect 
to the primary jets and the vertical plane photographed here 
(the two photos in the bottom half) is midway between the 
dilution jets. In case of swirler flow (right) the central core is 
much more uniform compared to the situation with no swirler 
flow (left); the dilution jets show up as a region of undyed 
fluid further downstream of injection with a reduced radial pene
tration. If there is no swirler flow (left), they appear at inner 
radial locations after the expansion and merging of the neigh
boring jets has occurred, and with different angles with respect 
to the crossflow. These photos show a front of dyed fluid moving 
along the center. This occurs due to the blockage caused by the 
dilution jets, forcing the dye moving along the wall to be driven 
towards the center of the can and mixing with the fluid originat
ing from the primary jets. This pattern is consistent with the 
temperature measurements performed in a replica of the present 
model, but under combusting conditions (Bicen et al., 1990). 

Plate 2 shows frames obtained from the high-speed film. It 
is obvious that full advantage cannot be made of the high-speed 
film here. The model was illuminated by a sheet of laser light 
perpendicular to its axis and the angle of observation of the 
camera was at about 30 deg to the combustor axis; this produced 
an ellipsoid shape with the major axis oriented along the vertical 
and emphasized the trajectory of the two top and two bottom 
jets. These frames should be read from left to right in order to 
follow the sequence of events. Concentrating first on the views 
of the dilution jets, and in the dilution jet shown on the right 
of the frames, one can see that the jet progressively increases 

its penetration into the combustor developing a mushroom shape 
at its front. This process is terminated by the breakdown of the 
jet front which develops into an isolated vortex ring and is 
subsequently distorted and convected by the cross stream fluid. 
At this stage, the jet is again at its lowest penetration into the 
combustor and is at the end of a cycle. Most surprisingly, the 
jet on the left hand side of the frames follows the same cycle 
but out-of-phase with the jet on the right; this was most evident 
from the projection of the films and showed that when one of 
the jets is moving radially inwards the neighbouring jet is on 
its return stage towards the wall. This cycle seems to occur at 
a constant frequency, as judged from the projection of the films, 
although no spectral analysis has been made. However, this 
pattern went unnoticed when measuring velocity, as no bimodal 
PDFs were observed in this region (Palma, 1989), which is a 
probable indication of the relatively low levels of energy associ
ated with this phenomenon and therefore an indication also of 
its reduced importance. A rough estimate from the 30 frames 
shot at a frame rate of 200 Hz yields a frequency of the oscilla
tion of about 7 Hz. This corresponds to a Strouhal number of 
0.16, i.e., about half of what would be expected in the case of 
jet flow instability. However, considering the high uncertainty 
of this evaluation, this flow feature may well also be associated 
with jet flow instability. 

There is nothing new about the structure observed at the 
front of the dilution jets and the development of the two lateral 
vortices in the jet shear layer, creating the appearance of a 
mushroom shape. The dilution jets although possessing a Reyn
olds number of 1.5 X lO"* still show structures typical of laminar 
flow, similar to those noted in Becker and Massaro (1968). 
Good pictures of the same phenomenon can be seen for instance 
in Fig. 1.8 of Hinze (1975) or in Chapter 5 of Van Dyke 
(1982) for the case of single jets discharging into stagnant 
surroundings. The novel observation here is the interaction and 
the apparent out-of-phase relationship between the two 
neighbouring jets. This is a major observation of the present 
work and only very recently there was a study by Villermaux 
and Hopflnger (1994) giving some attention to this aspect. The 
works on jet flow instability and coherent structures have usu
ally been related to the study of single jet geometries and the 
interaction between two or more closely spaced jets is certainly 
an aspect requiring further experimental work. Spectral analysis 
in the plane of the dilution jets should also be made. The frames 
corresponding to the primary jets do not suggest the existence 
of a phenomenon similar to that observed in the dilution hole 
plane; a random pattern seems to prevail in agreement with the 
spectral analysis discussed above. 

These observations clearly showed the existence of turbulent 
structures with a scale which invalidates assumptions inherent 
to gradient transport models (Corrsin, 1974). The works by 
McGuirk and Palma (1992, 1993) quantify the level of 
agreement between experimental results and numerical predic
tions using a gradient transport (k-e) turbulence model. They 
show the inability of the k-e model to provide accurate predic
tion of the flow around the primary jets and point towards the 
need for a time dependent calculation. A recent study by Baker 
and McGuirk (1991) has also shown the limitations of a steady 
state calculation based on a Reynolds stress turbulence model 
for impinging jet flows. The increasing evidence about the un
steady nature of the flow around the primary jets indicates that 
calculations of gas turbine combustor flows might have to be 
based on both second moment closure models and time depen
dent forms of the equations, perhaps even large-eddy simula
tions. 

4 Conclusions 
The region around the impingement of six radial jets penetrat

ing into a swirling crossflow was studied. 
1. The main characteristics of this region were: 
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• A strong anisotropy of turbulence characterized by a flat
ness of around 2.2 and the existence of large scales of 
turbulence (low frequency eddies) revealed by flow visu
alization and bimodal PDFs in the plane between the jets. 

• Spectral analysis confirmed the turbulent nature of this 
low frequency which occurred in a broad range between 
10 Hz and 150 Hz with a maximum at 60 Hz, correspond
ing to a Strouhal number of 0.27. The origin of the phe
nomenon was attributed to jet instability. 

• Improved levels of stability and mixing can be achieved 
if the swirler flow rate is increased but only to a level 
where it does not give rise to a precessing vortex core 
along the combustor centerline. 

2. The penetration of neighbouring dilution jets occurred al
ternately and high-speed film suggested a cycUc behavior 
with a frequency of about 7 Hz, i.e., a Strouhal number 
of 0.16. 

3. The phenomena detailed above are likely to be impossible 
to compute with models based on time-averaged version 
of the governing equations, even with closure at the sec
ond moment level. 

Acknowledgments 
This work was carried out with the support of Rolls-Royce 

PLC and the Ministry of Defence (UK). The authors would 
like to thank them for their support. 

References 
Adrian, R. J., and Yao, C. S., 1987, "Power Spectra of Fluid Velocities Mea

sured by Laser Doppler Velocimetry," Experiments in Fluids, Vol. 5, pp. 
17-28. 

Andreopoulos, J., 1985, "On the Structure of Jets in Crossflow," Journal of 
Fluid Mechanics, Vol. 157, pp. 163-197. 

Baker, S. J., and McGuirk, J. J., 1991, "Second Moment Closure Predictions 
on Jet-on-Jet Impingement Flows," 8th Symposium on Turbulent Shear Flows, 
Technical University of Munich, September 9-11, paper 13.1. 

Becker, H. A., and Massaro, T. A., 1968, "Vortex Evolution in a Round Jet," 
Journal of Fluid Mechanics, Vol. 31, pp. 435-448. 

Bendat, J. S., and Piersol, A. G., 1986, Random Data-Analysis and Measure
ment Procedures, 2nd edition (revised and expanded), John Wiley, New York. 

Bicen, A. F., Tse, D. G. N., and Whitelaw, J. H., 1990, "Combustion Character
istics of a Model Can-Type Combustor," Combustion and Flame, Vol. 80, pp. 
111-126. 

Buchave, P., George, W. K., and Lumley, J. L., 1979, "The Measurement 
of Turbulence with the Laser-Doppler Anemometer," Annual Review of Fluid 
Mechanics, Vol. 11, pp. 443-503. 

Chassaing, P., George, J., Claria, A., and Sananes, F., 1974, "Physical Charac
teristics of Subsonic Jets in a Cross-Stream," Journal of Fluid Mechanics, Vol. 
62, pp, 41-64. 

Corrsin, S., 1974, "Limitations of Gradient Transport Models in Random Walks 
and in Turbulence," Advances in Geophysics, Vol. 18A, pp. 25-60. 

Crabb, D., DurSo, D. F. G., and Whitelaw, J. H., 1987, "A Round Jet Normal 
to a Crossflow," ASME JOURNAL OF FLUIDS ENGINEERING, Vol, 103, pp. 142-

153. 
Crow, S. C , and Champagne, F. H., 1971, "Orderly Jet Structure in Jet Turbu

lence," Journal of Fluid Mechanics, Vol. 48, pp. 547-591. 
Durst, F., Jovanovic, J., and Kanevce, J., 1987, "Probability Density Distribu

tions in Turbulent Wall Boundary Layer Flows," Turbulent Shear Flows-5, 
Springer-Verlag, Berlin, pp. 197-220. 

Escudier, M. P., and Zehnder, N., 1982, "Vortex-Flow Regimes," Journal of 
Fluid Mechanics, Vol. 115, pp. 105-121. 

George, W. K., and Lumley, J. L., 1973, "The Laser-Doppler Velocimeter and 
Its Application to the Measurement of Turbulence," Journal of Fluid Mechanics, 
Vol. 60, pp. 321-362. 

Green, A. S., and Whitelaw, J. H., 1983, "Isothermal Models of Gas-Turbine 
Combustors," Journal of Fluid Mechanics, Vol. 126, pp. 399-412. 

Gutmark, E., and Ho, C. M., 1983, "On the Preferred Modes and Spreading 
Rates of Jets," Physics of Fluids, Vol. 26, pp. 2932-2938. 

Heitor, M. V., and Whitelaw, J. H., 1986, "Velocity, Temperature, and Species 
Characteristics of the Flow in a Gas-Turbine Combustor," Combustion and 
Flame, Vol. 64, pp. 1 -32. 

Hinze, J. O., 1975, Turbulence, 2nd edition, McGraw-Hill, New York. 
Ho, C. M., and Nosseir, N. S., 1981. "Dynamics of an Impinging Jet. Part 1: 

The Feedback Phenomenon," Journal of Fluid Mechanics, Vol. 105, pp. 119-
142. 

Holdeman, J. D., Srinivasan, R., and Berenfeld, A., 1984, "Experiments in 
Dilution Jet Mixing," AIAA Journal, Vol. 22, pp. 1436-1443. 

Hussain, A. K. M. F., 1986, "Coherent Structures and Turbulence," Journal 
of Fluid Mechanics, Vol. 173, pp. 303-356. 

Koochesfahani, M, M. and Dimotakis, P. E., 1986. "Mixing and Chemical 
Reactions in a Turbulent Liquid Mixing Layer," Journal of Fluid Mechanics, 
Vol. 170, 83-112. 

Koutmos, P., 1985, "An Isothermal Study of Gas Turbine Combustor Flows," 
PhD thesis. University of London. 

Koutmos, P., and McGuirk, J. J., 1989, "Investigation of Swirler/Dilution Jet 
Flow Split on Primary Zone Flow Patterns in a Water Model Can-Type Combus
tor," ASME Journal of Engineering for Gas Turbines and Power, Vol. I l l , pp. 
310-317. 

Krothapalli, A., Lourenco, L., and Buchlin, J. M., 1990, "Separated Flow 
Upstream of a Jet in a Crossflow," AIAA Journal, Vol. 28, pp. 414-420. 

Liou, T.-M., Wu, S.-M., and Hwang, Y.-H., 1990, "Experimental and Theoreti
cal Investigation of Turbulent Flow in a Side-Inlet Rectangular Combustor," 
Journal of Propulsion and Power, Vol. 6, pp. 131-138. 

McGuirk, J. J., and Palma, J. M. L. M., 1992, "The Influence of Numerical 
Parameters in the Calculation of Gas Turbine Combustor Flows," Computer 
Methods in Applied Mechanics and Engineering, Vol. 96, pp. 65-92. 

McGuirk, J. J., and Palma, J. M. L. M., 1993, "The Flow Inside a Model 
Gas Turbine Combustor: Calculations," ASME Journal of Engineering for Gas 
Turbines and Power, Vol. 115, p. 594-602. 

McGuirk, J. J., and Palma, J. M. L. M., 1995, "Experimental Investigation of 
the Flow Inside a Water Model of a Gas Turbine Combustor, Part 1: Mean and 
Turbulent Flowfleld," ASME JOURNAL OF FLUIDS ENGINEERING, published in this 
issue, pp. 450. 

McMahon, H. M., Hester, D. D., and Palfery, J. G., 1971, "Vortex Shedding 
from a Turbulent Jet in a Cross-Wind,'' Journal of Fluid Mechanics, Vol. 48, 
pp. 73-80. 

Moffat, R. J., 1988, "Describing the Uncertainties in Experimental Results," 
Experimental Thermal and Fluid Science, Vol. 1, pp. 3-17. 

Moussa, Z. M., Trischka, J. W., and Eskinazi, S., 1977, "The Near Field in 
the Mixing of a Round Jet with a Cross-Stream," Journal of Fluid Mechanics, 
Vol. 80, pp. 49-80. 

Nosseir, N. S., and Behar, S., 1986, "Characteristics of Jet Impingement in a 
Side-Dump Combustor," AIAA Journal, Vol. 24, pp. 1753-1757. 

Nosseir, N. S., Peled, U., and Hildebrand, G., 1987, "Pressure Field Generated 
by Jet-on-Jet Impingement," AIAA Journal, Vol. 25, pp. 1312-1317. 

Palma, J. M. L. M., 1989, "Mixing in Non-Reacting Gas Turbine Combustor 
Flows," PhD thesis. University of London. 

Petersen, R. A., and Samet, M. M., 1988, "On the Preferred Modes of Jet 
Instability," Journal of Fluid Mechanics, Vol. 194, pp. 153-173. 

Reid, R. C , Prausnitz, J. M., and Poling, B. E., 1987, The Properties of Gases 
and Liquids, 4th edition, McGraw-Hill, New York. 

Syred, N., and Beer, J. H., 1974, "Combustion in Swirling Flows: A Review," 
Combustion and Flame, Vol. 23, pp. 143-201. 

Tennekes, H., and Lumley, J. L., 1972, A First Course in Turbulence, MIT 
Press, Cambridge, MA. 

Townsend, A. A., 1976, The Structure of Turbulent Shear Flow, 2nd edition, 
Cambridge University, Cambridge, UK. 

van Dyke, M., 1982, An Album of Fluid Motion, Parabolic Press, Stanford. 
VeeravaUi, S. and Warhaft, Z., 1987, "The Interaction of Two Distinct Turbu

lent Velocity Scales in the Absence of Mean Shear," Turbulent Shear Flows-5, 
Springer-Verlag, Berlin, pp. 31-43. 

Villermaux, E., and Hopfinger, E. J., 1994, "Periodically Arranged Co-Flowing 
Jets," Journal of Fluid Mechanics, Vol. 263, pp. 63-92. 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 4 6 7 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. E. Papantonis 

K. P. Pothou 

Department of Mechanical Engineering, 
Laboratory of Hydraulic Turbomachines, 
National Technical University of Athens, 

Athens, Greece 7778367 

Unsteady Flowfield and Torque 
Predictions During the Rotation 
of the Guidevanes of 
Hydraulic Turbine 
In the present work, the numerical prediction of the steady as well as of the unsteady 
flowfield through the cascade of guidevanes of a reaction turbine is examined. The 
unsteadiness of the flow results from the rotation of the guidevanes around their 
pivot. The applied numerical procedure is based on the coupling of the boundary 
element and the vortex particle method and is supplemented by two different proce
dures for the evaluation of the viscous-inviscid interaction and the boundary layers 
developed on the vanes. The cinematic conditions at every point of the flowfield are 
calculated first; however, special attention is paid to the prediction of the torque 
acting on the cascade and, namely, the variation of the torque during the rotation 
of the guidevanes, as compared with the torque corresponding to the steady state. 

1 Introduction 
The cascade of guidevanes of a reaction hydraulic turbine is 

one of the basic elements of the turbine as it is the main regulat
ing element of the operation point of the turbine. Especially in 
the case of a Francis turbine, the cascade of guidevanes is the 
only regulating element of the machine. Apart from the hydrau
lic criteria that the cascade must satisfy in all the possible incli
nations of the vanes, i.e., uniformity of the velocity profile 
at the exit without recirculation, one of the most important 
characteristics is the torque acting on the cascade. The calcula
tion of the torque is necessary for the dimensioning of the 
servomotor controlling the cascade. The servomotor must with
stand the torque acting on the cascade when the vanes are 
motionless and especially the increased torque during an opera
tion corresponding to a rotation of the guidevanes. Due to the 
lack of a procedure for the calculation of the torque acting on 
the guidevanes during their rotation, hydraulic turbine designers 
oversize the servomotor based on unpublished empirical data. 
The present procedure could be useful for the calculation of the 
power needed for the servomotor of the guidevane cascade. 

A complete description of the problems arising to the de
signer of the guidevanes of a hydraulic turbine is presented by 
Moulin et al. (1977). It is clear that the contribution of the 
developed torque on the design of the cascade is very important. 
Bovet (1970) gives a complete procedure for the dimensioning 
of the guidevanes cascade and for the calculation of the main 
operating characteristics, based mostly on empirical data. 

The experimental work of Schweiger and Gregori (1989) 
and of Korosec and Gregori (1984) shows that the shape of the 
vanes and the position of the pivot have significant influence 
on the pressure distribution established around the vanes and 
consequently on the torque acting on the vanes. Moreover, the 
magnitude of the torque changes rapidly with the inclination of 
the vanes, traditionally measured by the corresponding value of 
the opening A (Fig. 1). 

The applied numerical procedure is based on the coupling of 
the boundary element method with the vortex particle method. 
The unsteady flow conditions are generated by the rotation of 
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the guidevanes. The examined case corresponds to guidevanes 
located on the radial plane, normal to the axis of rotation, i.e., 
to the cascade of the guidevanes of Francis and Kaplan turbines. 
The pivot of the guidevanes is therefore parallel to the axis of 
rotation of the runner. Neglecting the boundary layers developed 
on the two radial disks, the flowfield is considered as two-
dimensional located in the radial plane. The boundary layers 
developed on the vane surfaces are calculated by two different 
procedures of viscous-inviscid interaction. 

The velocity field is represented by means of source and 
vorticity distributions as well as by point vortices generated 
from the satisfaction of the unsteady Kutta condition at the 
trailing edges of the vanes. The source and vorticity distribu
tions are determined by the satisfaction of the physical boundary 
conditions; on the one hand, the satisfaction of the velocity 
profile at the inlet perimeter of the considered domain, neglect
ing disturbances and nonuniformity of the flow due to the cas
cade of stationary vanes located upstream and on the other, the 
nonentry condition on the solid surfaces of the vanes. The flow 
rate i.e., the discharge of the turbine, is represented by a point 
source located at the axis of the runner. In order to satisfy the 
mass continuity, the source point is equal to the integral of the 
radial component of the velocity profile along the inlet perimeter 
of the considered domain. At the same position a point vortex is 
also considered corresponding to the circulation of the velocity 
profile along the inlet perimeter reduced by the initial circulation 
around the blades. 

The main goal of the paper is to present a cost-effective 
numerical procedure for the estimation of the torque during the 
rotation of the guidevanes. The grid-free character of the applied 
method leads to a significant reduction of numerical calculations 
and computing time. The absence of a grid makes the procedure 
particularly advantageous for the prediction of the unsteady 
flowfield during the rotation of the vanes. For this reason all 
the published works relative to the flowfield prediction through 
cascades by grid-dependent procedures (by finite differences or 
finite elements) do not consider the unsteadiness due to the 
vane rotation. 

2 Numerical Procedure 

The method is based on the boundary element method and 
the vortex particle method considering the water as an incom
pressible inviscid fluid. The numerical procedure applied to the 
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Fig. 1 Definition of tfie main geometrical cfiaracteristics of tlie 
guidevane cascade 

present work is a modified and adapted version of the procedure 
developed by Morfiadakis et al. (1991) for the prediction of the 
unsteady flowfield into a centrifugal pump with spiral casing. In 
the examined case of the cascade of guidevanes, the spiral cas
ing is replaced by the considered inlet perimeter and all blades 
are rotating simultaneously around their pivots (Figs. 1 and 2) . 
The unsteadiness of the flow during the rotation of the vanes 
is taken into account with a time marching procedure. 

The boundary of the considered physical domain D (shown 
in Fig. 1) is composed of the inlet perimeter of radius Re (exter
nal circle) and the perimeters 5, (i = 1, iVj) of the N^ vanes. 
Each vane is motionless or rotating with angular velocity w 
(rad/s) around its pivot (Fig. 2) . 

Let us consider flie position (inclination) of the vanes corre
sponding to the time t. The surface of each vane is divided into 
N„ flat elements starting from the sharp trailing edge. Their density 
is increased around the trailing and leading edge in order to define 
better the expected sharp cinematic gradients. The external circle 
of radius /?„. on which the inlet conditions are imposed, is also 
divided into Â^ equal flat elements. On each element of the vane 

Fig. 2 Shape of tlie guidevane and definition of the pivot 

surface a uniform source distribution a,t(0 {i = \,Nh and k = \, 
Ny) is assumed and along the surface of each blade a uniform 
vorticity distribution 7, ( 0 (' = 1, A*) is considered. More clearly, 
the source intensity varies from element to element while the 
vorticity 7, (t) is constant for all the flat elements of each vane. 
Moreover, on each element of the external circle uniform source 
and vorticity distributions are considered with intensities adit) 
and 7c,(0 (i = i, K) varying from element to element. The point 
source Q{t) and the vortex r ( / ) located at the centre are calculated 
from the conservation of the flow rate and of the circulation at 
the inlet section respectively (i.e., the imposed inlet boundary 
conditions). 

The circulation F, (f) (/ = l,Nt) around each blade is equal 
to: 

r,(f) = r,(f)i,' (1) 

where by L/ is denoted the developed length of each vane perim
eter and 7 , (0 is the uniformly distributed vorticity. 

For the calculation of the unknowns of the problem, the 
source and vorticity distributions, the imposed boundary condi
tions must be satisfied at the midpoint of each element, i.e., at 
the inlet section of radius R^ the given radial and tangential 
components of the velocity and on the vane surface the non-
entry condition of the corresponding relative (to the rotating 
surface) velocity Wn, (i = 1, A's and k = I, N„). The relative 
velocity w is equal to: w = c - u, where c is the absolute 
velocity and u = (oxn ((' = I, Ni,), denoting by w the angular 
speed of rotation of each vane and by 0 the distance of the 
considered mid-point from the pivot of the vane. Following the 
non-entry condition the normal to the considered flat element 
component (w„),vi is taken equal to zero: (w„),j = 0. 

Regarding the unsteady Kutta condition, the procedure pro
posed by Basu and Hancock (1978) is applied to the modelling 

Nomenclature 

A = opening between two successive 
vanes (m) 

B = axial length of the vanes (m) 
c = absolute velocity (m/s) 
C = chord (m) 

CF = friction coefficient 
C,v, = torque coefficient 
Cp = static pressure coefficient 
D = physical domain 
dl = length of the vortex sheet (m) 
dt = time step (ms) 
ds = panel length (m) 
H = head of turbine (m) 
Li = developed length of the vane pe

rimeter (m) 
M = torque (Ntm) 
n = speed of rotation (rpm) 
n = unit vector normal on the perimeter 

Â  = number of flat elements and vanes 
n, = specific speed of rotation 

Q = discharge, flow rate (m^/s) 
, r = radius from the axis of symmetry 

(m) 
S = perimeter (m) 
t = unit vector tangent on the perime

ter 
t = time (s) 

u = peripheral velocity (m/s) 
U = absolute velocity at the inlet pe

rimeter (m/s) 
w = relative velocity (m/s) 
X = length along the chord from the 

leading edge (m) 
a = angle of vanes inclination (deg) 
y = vorticity distribution (m/s) 

r = circulation (m^/s) 
5i = displacement thickness of the 

boundary layer (m) 
u = cinematic viscosity (m/s^) 
p = fluid density (kg/m^) 
a = source distribution (m/s) 
$ = potential (m^/s) 
u = angular velocity of the vane around 

its pivot (rad/s) 

Subscripts 
c = inlet perimeter 
b = vanes 
n = normal 

opt = optimum (or design) point 
r = radial 
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of the vortex shedding from the sharp trailing edge. Following 
the analysis of Mangier and Smith (1969) and of Mudry (1982) 
the vorticity at the trailing edge of a blade is shedded tangen-
tially to either one of the two sides of the wedge formed, ac
cording to the sign of the circulation around the blade. Let 
y/t(t) and wTit), i = 1, N,,, the components of the relative 
velocity which are tangential to the flat elements surrounding 
the sharp trailing edge. Then the intensity 7„,(0 of the vortex 
distribution along the straight sheet of length af/„,(0, corre
sponding to a jump of the tangential velocity, will be equal to: 

Moreover from Kelvin's theorem we obtain: 

(2) 

dV;(0 = r,-{t + dt) - r , . (0 = yAt)dh,{t) (3) 

where dt is the time step and: 

dl^iit) = 0 .50(wr(0 - w7{t))dt (4) 

Combining Eqs. (2) , (3), and (4) the nonlinear equation 
describing the evolution of Ti (?) is obtained: 

dViit) 1 
~{wt{t) + w-{t)){wt{t) wr(0) (5) 

The shed vorticity dT,it) (i = 1, Ni,) is convected by the 
flowfield after its transformation to vortex particles. 

The numerical procedure includes two iterative substeps for 
the orientation of the emitted vortex segments and the calcula
tion of their length dl„i(t). After the solution of the obtained 
system of linear equations the source and vorticity distributions 
and the shed vorticity are calculated, permitting the calculation 
of the cinematic conditions at every point of the flowfield. 

The pressure coefficient along the blade's surface is calcu
lated by means of the Bernoulli equation: 

1 -
d<^(t) 2 

dt U ' 
u 
I P 

w (6) 

where $ ( 0 denotes the potential of the velocity on the relative 
frame, fixed on the blade, d^/dt is a centered in time derivative 
of the potential $ and U denotes the velocity on the inlet perim
eter. The velocity field as well as the potential $ are calculated 
analytically by means of the source and vorticity distributions 
obtained at each time step (Coulmy, 1988). 

The torque from the axis of rotation developed on one blade 
is equal to: 

M = i'Z CpjXjHjdsj) - \]^B (7) 

where X; (;' = 1, A'„) is the control point vector of the7th panel 
on the relative frame, fixed on the vane (Fig. 2) , iiy is the unit 
normal vector, t; the unit tangential vector of they'th panel, dsj 
its length, p is the density of the fluid and B the axial length 
of the vane. 

In order to calculate the boundary layer two methods are 
applied: an integral method and a finite-difference method. The 
integral method is based on the Pohlhausen solution for the 
case of the laminar boundary layer, starting from the obtained 
stagnation point in the vicinity of the leading edge of the blades, 
and on the Truckenbrodt solution for the turbulent boundary 
layer (Schlichting, 1968). The finite difference method is the 
Keller and Cebeci "box" method applied to the Falkner-Skan 
equation (Cebeci and Bradshaw, 1977). 

For the evaluation of viscous-inviscid interaction the non-
entry boundary condition on the vane's surface becomes: 

w„ = 
d{w6^) 

dx 
(8) 
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Fig. 3(b) AIA^ = 0.83 

Fig. 3 Relative velocity distribution w along the vane's surface. ta 
= 0.1 rad/s; O o> = 0.7 rad/s 

and w„ is the normal component of the relative velocity w. 
Relation (8) results from the application of the continuity equa
tion on the boundary layer region (Moran, 1983). 

3 Results and Discussion 

For the expression of the torque developed on the guidevanes 
cascade the following dimensionless torque coefficient is intro
duced: 

CM — 
MIX 

(9) 

where (5) is the displacement thickness of the boundary layer 

where M is the torque developed on one guidevane from its 
axis of rotation (pivot), D„ the diameter of the guidevanes pivot 
(Fig. 1) and Q the discharge of the turbine (i.e., the flow rate 
at the inlet perimeter). The sign of the torque M is taken positive 
if it corresponds to closing (decrease of the opening A, Fig. 1) 
as negative if it corresponds to opening, increase of the opening 
A. The coefficient CM is the same between similar turbines 
under similar operating conditions. 
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Fig. 4(a) to = ^ rad/s 

Fig. 4(b) ta = 0.7 rad/s 

Fig. 4 Position of free vortices for A/A^, = 0.83 (f = 300 dt) starting 
from A/A„pt = 1 

The numerical procedure is applied to the guidevanes of a 
Kaplan model turbine with specific speed of rotation n, = 110 
(metric). The outer runner radius is R, = 0.2 m, the head of 
the turbine is / / = 8 m and the discharge for the optimum 
condition is Q = 0.35 m'/s [3] . The inflow angle a along the 
inlet boundary is considered as constant, i.e., nondependent on 
the flow rate or the inclination of the guidevanes as it is imposed 
by the upstream conditions of the spiral casing and of the stay 
ring. In the examined case the inflow angle is taken equal to a 
= 31 deg. It must be noted that the uniformity of the inlet 
conditions is not a restriction for the procedure nor for the code 
but it is a reasonable hypothesis which simplifies and accelerates 
the solution. The number of the guidevanes is taken equal to 
Ni, = 24, with their pivots located at a radius R^ = 0.242 m. 
The inlet boundary of the domain is defined by the circle of 
radius Re = 0.29 m. The dimensioning of the guidevanes cas
cade as well as the shape of the vane are based on the data given 
by Bovet (1970). A symmetrical profile is adopted defined by 
a third order polynomial (Fig. 2) with chord C = 0.0862 m 
and maximum thickness equal to 0.13C The axial length B of 
the vanes is equal to 0.148 m. 

The angular velocity of rotation of the guidevanes around 
their pivot, according to Bovet (1970), is taken equal to w = 
0.1 rad/s, but also an angular velocity of 0.7 rad/s is examined. 
The discharge of the turbine changes with the inclination of the 

guidevanes and this change is also taken into account according 
to the data given by Bovet (1970). The physical properties of 
the water are taken as follows: density p = 1000 kg/m^ and 
cinematic viscosity v = 1.3 10"'' m/s^. 

The presented results are obtained with the following discreti
zation: 

• number of flat elements on each vane N„ = 48 
• number of flat elements defining the inlet boundary A'̂  = 48. 

In Figs. 3(a) and {b) the distribution of the relative velocity 
along the blade's surface is presented for A/Ao^i = 1 and A/ 
Aop, = 0.83. For each of these openings the relative velocity w 
is given for the two values of the angular velocity w = 0.1 
rad/s and w = 0.7 rad/s. Since these are small values, the effect 
of the angular velocity in the distribution of the relative velocity 
is almost negligible. 

In Figs. 4(a) and ib)the position of the free vortices shedded 
from one vane is shown at the opening A/Aopi = 0.83, starting 
from the optimum condition (A/Aop, = 1) and for a; = 0.1 and 
0.7 rad/s. The range from A/A^pt = 1 to 0.83 is covered by 300 
time steps with time step dt equal to dt = 3.49 ms for w = 0.1 
rad/s and dt = 24.43 ms for w = 0.7 rad/s. 
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Fig. 5(a) Opening and closing witli on = 0.1 rad/s, closing with 0.7 rad/s 
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Fig. 5(b) Experimental data presented by Scliweiger and Gregori [3] 

Fig. 5 Torque coefficient CM versus guidevane opening. steady 
state; unsteady solution (closing or opening) 
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Fig. 6 Pressure coefficient Cp along tiie vane's surface with and witliout 
viscous-inviscid interaction for tlie optimum condition {A/A^pt = 1). 

witliout viscous-inviscid interaction; O witli 

Figure 5(a) gives the torque coefficient CM versus the guidevane 
relative opening AMopt and comparison is made between steady 
(calculation of Cp from equation (6) with d^/dt - 0) and unsteady 
flow prediction corresponding to opening and closing of the 
guidevanes with angular velocity w = 0.1 rad/s. During the closing 
of the guidevanes the torque is higher than the corresponding value 
of the steady position while during the opening the torque is smaller 
than the corresponding value of the steady state. The same Figure 
gives the torque coefficient CM versus the relative opening for clos
ing of the guidevanes with angular velocity 0.1 rad/s and 0.7 rad/ 
s. The coefficient CM increases as the angular velocity to increases. 
It is clear that the difference on the CM between steady state and 
during the rotation increases as the relative opening AMopt and the 
flow rate decreases. This remarkable unsteady effect is due to the 
acceleration of the fluid in the blade to blade region during the 
closing of the vanes. 

The shape of the obtained curves is similar to the experimen
tal curve presented by Schweiger and Gregori (1989) (Fig. 
5(fc)). Since this reference does not present the geometry of 
the profile of the vane it is impossible to proceed in further 
comparisons of the results. 

In Fig. 6 the pressure coefficient distribution is given for AI 
Aopt = 1 with and without the application of the viscous-inviscid 
interaction procedure. It is concluded tiiat in the examined case 
the viscous-inviscid interaction modifies slightly the pressure distri
bution and only around the trailing edge. The resulted modification 
on the developed torque, as calculated by the viscous-inviscid 
interaction, is negligible. The friction coefficient Cp, presented in 
Fig. 7 for the two sides of the guidevane, is obtained by the two 
viscous-inviscid interaction procedures. The two procedures give 
similar results while the main difference is the predicted separation 
of the boundary layer on the lower surface of the vane by the 
Falkner-Skan equation (box method). 

4 Conclusions 
The applied method leads to a cost-effective procedure for the 

prediction of the flow field and the developed torque on a radial 

O 

0.03 

0.02 

0.01 

0.00 

-0.01 
0.00 0.40 

x / c 
0.80 1.20 

Fig. 7 Friction coefficient Cp along the vane's surface. Pohl-
hausen-Truckenbrodt, upper side (extrados); Pohihausen-Truclcen-
brodt, lower side (Intrados); * "box" method, upper side, O "box" 
method, lower side 

cascade of guidevanes in steady state as weU as during their rota
tion. The unsteady effect produced is important. The absolute value 
of the variation of the torque increases with the angular velocity 
of rotation while the sign of the variation depends on the operation, 
opening or closing. The developed torque remains positive over 
the examined range of inclination of the vanes, corresponding to 
the closing tendency of the vanes. The viscous-inviscid interaction 
has no influence on the developed torque since the boundary layer 
of the vane is not important. 

In the cases examined the inlet velocity distributions were 
uniform but this is not a restriction for the procedure: the influ
ence of the stay ring wake and/or the nonuniformity induced 
by the spiral casing could also be taken into account. 
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Measurement and Analysis of 
Static Pressure Field in a 
Torque Converter Turbine 
In this paper, the static pressure field and performance parameters of a torque 
converter turbine are measured, analyzed, and interpreted under three speed ratio 
conditions (0, 0.6, and 0.8). A proven measurement technique was developed for the 
steady-state measurement of static pressures in the turbine. Results show that: 1) the 
static pressure field is generally poor at the core section; 2) centrifugal force has 
the dominant effect on the static pressure drop in the turbine at SR = 0.6 and SR = 
0,8; and 3) the static pressure loss due to viscous effects and due to the diffusion of 
the relative velocity is very pronounced at SR = 0. 

Introduction 

The automotive torque converter, as shown in Fig. 1, is a 
complex turbomachine used to transfer power from an engine 
to a transmission. It consists of a mixed-flow pump connected 
to the engine crankshaft, a mixed-flow turbine attached directly 
to the transmission, and either a mixed-flow or an axial-flow 
stator attached to a stationary housing through a one-directional 
clutch. 

Torque converter flow fields are difficult to measure and 
to visualize. The geometry of the elements is highly three-
dimensional with a high angle of blade turning. Unlike other 
turbomachines, the torque converter is a closed-loop machine 
with the same oil circulating through its elements; the flow is 
highly unsteady as a result of interaction effects between the 
closely spaced elements. In addition, the torque converter ele
ments operate under an extremely wide range of incidence 
angle. These physical features give rise to complex three-dimen
sional flow fields with three-dimensional through-flow distribu
tion, strong secondary-flow phenomena, large flow separation 
regions, and highly unsteady characteristics that lead to large 
losses in the performance of the torque converter. 

Because of its compact packaging, it is difficult to conduct 
internal flow measurements in an automotive torque converter. 
Different packaging arrangements are required for different 
types of internal flow measurements. To date, there are only 
a handful of investigators who have studied the flow fields 
experimentally. Consequently, the amount of published internal 
flow data is limited and the physics of the flow fields are not 
well understood. 

The objectives of this investigation are: 1) to conduct steady-
state static pressure measurement in the turbine of an automo
tive torque converter under three turbine/pump speed ratio con
ditions and 2) to understand the measured static pressure field 
through the use of different analytical methods. The novelty of 
the present investigation is on the steady-state static measure
ment of a rotating torque converter turbine. It is hoped that the 
results will provide important insights into the physics of the 
turbine flow field. Since this is an experimental investigation, 
a Navier-Stokes analysis of the flow field is beyond the scope 
of this paper; additional information may be found in Abe et 
al. (1991) and By et al. (1993). 

* Presently President, Fluid Macliinery Consulting, New Baltimore, MI 48047. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. IManuscript received by the Fluids Engineering Division 
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Technical Editor: Wing-Fai Ng. 

Some of the recent experimental investigations are given be
low. Numazawa et al. (1983) developed a surface flow visual
ization technique to trace flow patterns on blade and end-wall 
surfaces of a torque converter. They used this technique to study 
the effect of axial length on flow fields. Their results, however, 
were qualitative. 

Kubo et al. (1991) used a steady-state five hole probe to 
measure the three velocity components, static pressure and total 
pressure in the gap regions of an automotive torque converter 
under a speed ratio range of 0 to 0.8. The deviation angle was 
found to be in the range of - 5 to 10, 3 to 8, and 10 to 15 degrees 
at the pump exit, turbine exit, and stator exit, respectively. 
The measured angles were used to improve the performance 
prediction of automotive torque converters. 

Gruver (1992) used a one component laser velocimeter to 
measure the three velocity components in the pump of an auto
motive torque converter under speed ratio conditions of 0.065 
and 0.8. Results at both speed ratios show that: 1) about a third 
of the pump passage (near the core) is not effective; the 
through-flow velocity is either negative or very small, and 2) 
a strong secondary flow field was found at the mid-chord and 
exit planes; the most striking feature is that the secondary flow 
circulates counterclockwise at the mid-chord plane and switches 
to clockwise at the exit plane. 

By and Lakshminarayana (1991, 1993) measured static pres
sures in the stator and in the pump of an automotive torque 
converter. The measurements were taken at the mid-span, core 
and shell sections under three speed ratio conditions. Results 
show that: 1) the static pressure distribution is generally poor 
at the blade core section, 2) centrifugal force has a dominant 
effect on the static pressure rise in the pump, and 3) the potential 
flow theory can fairly well predict the static pressure distribution 
at the blade mid-span, but not at the core and shell sections. 

Experimental Facility, Instrumentation, and Measure
ment Technique 

An experimental facihty was designed and built to measure 
static pressures in a torque converter turbine. The experimental 
facility consists of; 1) an experimental torque converter unit, 
2) an input dynamometer to drive the torque converter pump, 
3) an eddy-current dynamometer to absorb the output power of 
the torque converter turbine, 4) a hydraulic system to cool, 
pressurize and lubricate the torque converter, and 5) a control 
system to control rotational speeds and torques. 

The experimental torque converter has an outer diameter of 
230 mm and a peak efficiency of about 82 percent. The pump 
has 27 blades with 1 mm of constant thickness; an inlet angle 
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Fig. 1 Components of the automotive torque converter 

of - 2 5 degrees at core and - 4 0 degrees at shell; and, an outlet 
angle of zero degrees at both blade sections. The meridional 
blade length of the pump at core is about 3 times shorter than 
that at shell. The turbine has 29 blades with 1 mm of constant 
thickness; an inlet angle of 55 degrees at core and 49 degrees 
at shell; and, an outlet angle of - 6 4 degrees at core and - 5 7 
degrees at shell. The meridional blade length of the turbine at 
core is about 2.5 times shorter than that at shell. The stator has 
19 airfoil blades with an inlet angle of about 7 degrees and an 
outlet angle of 63 degrees at both the core and shell sections. 

Steady-state performance characteristics of the experimental 
torque converter are shown in Fig. 2. It is important to measure 
static pressures under constant turbine/pump speed ratio condi-

e ,, 
' T R - ?^ 

r 

/ 
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K/100' 
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SP EE D R A T I O 

Fig. 2 Steady-state performance cliaracteristics of tlie experimental 
torque converter at Tq = 24 Nt-m 

tions, since it is the key independent performance parameter. 
Static pressure measurement was conducted under three speed 
ratio conditions: 0, 0.6 and 0.8; 3 speed ratios are enough to 
cover the range of operation. The three test conditions are shown 
in Table 1. The incidence angles were obtained from a one-
dimensional performance analysis. Fig. 3 shows the range of 
the inlet flow angle entering the pump, the turbine and the stator. 
The Reynolds number based on through-flow velocity (W^) and 
meridional length at the mid-span (Lmid) is 45000, 28000 and 
24000 under the speed ratio condition of 0, 0.6 and 0.8, respec-

Table 1 Test conditions for static pressure measurement 

SR 
Np, rpm 
Tqp, Nt-m 
ip, degrees 
NT, rpm 
TqT, Nt-m 
ir, degrees 
Ns, rpm 
Tqs, Nt-m 
is, degrees 
I7,ip, p, m/s 
Re^r 

Condition #1 

0 
1050 

22.8 
- 4 3 

0 
51.4 

+ 18 
0 

28.6 
+67 

12.64 
45,000 

Condition #2 

0.6 
1160 

23.1 
+3 

696 
30.6 

+ 11 
0 
7.4 

- 2 
13.97 

28,000 

Condition #3 

0.8 
1300 

23.7 
+22 
1040 

24.3 
0 
0 
1.6 

- 4 7 
15.66 

24,000 

N o m e n c l a t u r e 

Cp = static pressure coefficient, Cp = (p 
- Pr.f)/(0.5pUl,p) 

CT - blade torque coefficient as defined 
in Eq. (2) 

H = blade span or height 
i = incidence angle = inlet blade angle 

— inlet flow angle 
K = & pump speed parameter, K = N/ 

(Tq)"' 
L = meridional blade length 
N = rotational speed in rpm 
p = static pressure 

P* = p + 0.5p(W^ - U^) 
R = radius from the center of machine 

axis 
RCi = Reynolds number based on me

ridional blade length, Rc/, = 

SR = ratio of turbine to pump speed 
T = blade torque at a blade section 

Tq = torque of all turbine blades or 
turbine torque 

77? = ratio of turbine to pump torque 
U = blade speed 

V,W= absolute, relative flow velocity 
xlL = normalized coordinate in the me

ridional direction 
r? = power efficiency, r] = SR*TR 
p = density in kg/m' 
V = kinematic viscosity in m^/s 
n = angular velocity in rad/s 

Subscripts 
m = meridional or through-flow 

component 
shell = shell or hub blade section 
mid = mid-span blade section 
core = core or shroud blade section 
p, s = pressure, suction surface 

le, te = leading, trailing edge 
centr = centrifugal 

ref = reference 
avg = average or arithmetic mean 
tip = tip location of a blade 
tap = location of a static pressure tap 

1,2 = inlet, exit of a blade row 
P,T = pump, turbine 
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Fig. 3 Range of flow angle entering pump, turbine and stator 

tively. This Reynolds number is well within the range of Reyn
olds number for passenger car applications. 

The measurement of static pressures in a rotating turbine is a 
challenging and difficult task. For this measurement, innovative 
design features were devised for the torque converter unit. The 
torque converter arrangement for the measurement of static 
pressures is shown in Fig. 4. A multichannel data transmission 
device is required to transmit pressure signals from the turbine 
rotating frame to a stationary frame. The data transmission de
vice must be accurate, durable, and able to transmit torque from 
the turbine to the output dynamometer. 

Seventy static pressure taps were drilled along the shell, mid-
span and core sections of a blade passage. There were 33, 22, 
and 15 static pressure taps at the shell, mid-span and core sec
tions, respectively. A soft steel tube, with an inside diameter of 
about 0.35 mm, was installed in each static pressure tap. One 
end of each tube was flush with the surface at which static 
pressure was measured, the another end was connected to a 
pressure manifold. The fluid flowed past the taps, but remained 
at rest in the tubes (since their length to diameter ratio was 
very large). 

A schematic diagram of the measurement process is shown 
in Fig. 5. Tubes were routed from the tap locations to the shell 
housing where they were connected to eight pressure manifolds. 
A miniature pressure transducer was mounted to the outlet of 
each manifold. Eight static pressures were measured simultane-

fipr 
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ROTATING BLADE WITH 70 
STATIC PRESSURE TAPS 

? 8 OR 9 HYDRAULIC LINES 

ROTATING PRESSURE 

MANIFOLD * l 
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ROTATING PRESSURE 

MANIFOLD «8 

I HYDRAULIC LINE 

MINIATURE 
PRESSURE 
TRANSDUCER 

^ E 

MINIATURE 
PRESSURE 
TRANSDUCER 

i t t 

37 CONTACT GOLD BRUSH SLIP RING 

8 CHANNEL RECORDERS 

1200 SAMPLES FOR 60 SECONDS 

A PERSONAL COMPUTER FOR DATA REDUCTION 

Fig. 5 Scliematic diagram of the measurement process 

ously. Electrical output signals from the eight pressure transduc
ers were connected to an eight-channel slip ring. 

A piezoresistive transducer was the only commercial type that 
satisfied the packaging requirement. Endevco model 8530C-50 
was chosen, since it was a high precision type with thermal 
compensation from - 1 8 to 93 degrees C. The pressure range 
is from 0 to 345 kPa with a full range output of 0.3 volts at 10 
DC volts of excitation. Several transducer units were custom-
made and the combined linearity, hysteresis and repeatability 
was less than ±0.1 percent of full scale outputs. 

The slip ring is a brush type with 37 gold alloy rings designed 
and built by the Quality Aero Technology Corporation. Its outer 
housing is stationary and carries 3 brushes per ring. The brushes 
transfer analog pressure signals from rotating rings to terminals 
on the stationary housing. A separate hydraulic system was 
built to lubricate and cool the ring/brush assembly. The oil 
temperature of the slip ring was kept at 60°C (the same as the 
oil in the torque converter). The noise signature was less than 
80 micro volts with a low current source of 20 micro amps (or 
0.14 kPa based on the sensitivity of the pressure transducer of 
about 0.57 mV/kPa at 10 V excitation). The noise to signal 
ratio was typically less than 0.1 percent. 

pump's pressure manirold (not shown) 
turbine's pressure manifold witli an xducer 

to input dynamometer -

sialic pressure taps 

Fig. 4 Torque converter arrangement for the measurement of static pressure In the turbine 
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Two electronic recorders were used to collect and store output 
signals from the slip ring. Each recorder is a four-channel strip 
chart recorder that is capable of storing up to 32K of data per 
channel and reads data at a frequency range of 20 Hz to 250 
kHz. The accuracy is ±0.5 percent of full scale. 

Although the transducer units were carefully selected and 
custom-made, their performance was not reliable enough to give 
consistent and repeatable results. For this measurement, the 
transducers had to be mounted to the pressure manifolds and 
the whole assembly rotated at turbine speed. This design re
quirement introduced many problems: 1) effects of trapped air 
in the hydraulic lines on the centrifugal pressure head, 2) effects 
of rotation on the performance of the transducers, 3) effects of 
the mounting on the performance of the transducers, 4) effects 
of the change in oil temperature on the performance of the 
transducers, and 5) effects of the added mass on the balance of 
the turbine assembly. Therefore, for this steady-state measure
ment to be successful, a proven measurement technique had to 
be carefully developed. 

First, an electric heater was added to the oil system to keep 
a constant oil temperature of 60°C under all operating condi
tions. The transducers were then operated in an essentially con
stant temperature environment. Second, air was bled out of the 
pump's pressure manifolds to minimize the effect of trapped 
air. Third, an on-line caUbration technique was developed to 
continuously calibrate the Endevco units and to check their 
accuracy. Fourth, measurements were taken repeatedly and re
sults from the on-line calibration were used to determine the 
accuracy of all tests. The recorders recorded 1,200 sample out
puts during a measurement span of about 60 seconds. Total 
measurement errors were found to be less than ± 1 kPa or ± 1 
percent of the dynamic pressure based on blade tip speed. The 
analysis of measurement errors is in the Appendix. 

As mentioned previously, small tubes were used to connect 
the static pressure taps to the pressure manifolds. The pressure 
transducers were mounted to the manifolds at a radius of 97.76 
mm from the machine axis—this was the radius where the 
centrifugal pressure developed during the measurement process. 
Therefore, a correction must be used to correct for the difference 
in centrifugal pressure due to the difference in radius. The cor
rection can be obtained from the radial momentum equation 
and is of the form 

^PcentT ~ 
1 

2000 
pilURlp - 0.09776") (1) 

the correction is 0 kPa at SR = 0, -15.21 to 8.30 kPa at SR = 
0.6, and -33.96 to 18.53 kPa at SR = 0.8. This correction is 
significantly larger than the blade loading. 

Results and Discussion 
The Cp distributions at the shell, mid-span and core sections 

are shown in Figs. 6, 7, and 8 for SR = 0, SR = 0.6, and SR 
- 0.8, respectively. Results are plotted as a function of meridio
nal blade length, so that the area enclosed between the curves 
can be related directly to the torque exerted by the fluid on the 
blade. Meridional blade length is normalized by meridional 
blade length at the shell, since it is the longest length. 

Interpretation of the Cp Distribution at SR = 0. The 
blade loading is a maximum at SR = 0 for two reasons. First, 
the through-flow velocity is a maximum; W,„ at the turbine inlet 
is about 33 percent of the pump tip speed. Second, the blade 
turning is also a maximum. It is seen from Fig. 2 that the blade 
turning is about 130 degrees. 

From a one-dimensional performance analysis, the incidence 
angle was found to be +18, -1-21, and 4-15 at the mid-span, 
shell and core sections, respectively. The incidence effect is 
most severe at SR = 0 due to the combined effect of the maxi-
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Fig. 6 Cp distribution at SR = 0 

mum incidence angle and the maximum through-flow velocity. 
The flow is, therefore, expected to be poorly behaved. 

The static pressure drop from turbine inlet to turbine exit is 
practically zero at the three blade sections. The effect of the 
positive incidence angle, as seen in Fig. 6, is indeed very pro
nounced at the three blade sections near the leading edge. At the 
mid-span section, the C,, on the pressure surface is significantly 
higher than that on the suction surface; the difference is about 
83 percent of the dynamic pressure based on pump tip speed. 
At the shell section, the difference is about 112 percent of the 
dynamic pressure. At the core section, the difference is about 
30 percent of the dynamic pressure. 

At the core section, the pressure distribution is flat on both 
pressure and suction surfaces in the last 50 percent of the meridi
onal blade length. That is, the flow is neither accelerated nor 
decelerated; the through-flow velocity must be very small. As 
a result, a strong flow separation phenomenon may occur near 
the core section. This flow separation increases the viscous loss 
and it reduces the effective through-flow area. 

Interpretation of tlie Cp Distribution at SR = 0.6. The 
blade loading and the incidence effect are expected to be consid
erably smaller at SR = 0.6 than those at SR = 0. The through-
flow velocity at the turbine inlet is about 19 percent of the pump 
tip speed. It is seen from Fig. 2 that the blade turning is about 
120 degrees. From a one-dimensional performance analysis, the 
incidence angle was found to be +11, +14 and +8 degrees at 
the mid-span, shell and core sections, respectively. The flow is, 
therefore, expected to be better behaved than that at SR = 0. 

The incidence effect, as seen in Fig. 7, is less severe than 
that at SR = 0. The static pressure drop from turbine inlet to 
exit is about 24, 24 and 11 percent at the mid-span, shell, 
and core sections, respectively. There is no noticeable flow 
separation near the three blade sections. 

Interpretation of the Cp Distribution at SR = 0.8. The 
blade loading and the incidence effect are expected to be mini
mum at SR = 0.8. The through-flow velocity is a minimum (W„ 
is about 14 percent of the pump tip speed). The blade turning 
is also a minimum of about 110 degrees. The incidence angle 
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The blade torque coefficient at SR = 0 is 0.31, 0.28, and 0.08 
at the shell, mid-span and core sections, respectively. The poor 
result at the core section is evident from the Cp distribution of 
Fig. 6. 

The CT distribution at SR = 0.6 is similar to that at SR = 0. 
It is significantly higher at the shell and mid-span sections than 
at the core (0.12, 0.13, and 0.06 at the shell, mid-span and core 
sections, respectively). The poor result at the core section is 
also evident from the C,, distribution of Fig. 7. 

The CT is almost constant at SR = 0.8; it is 0.05, 0.06, and 
0.07 at the shell, mid-span and core sections, respectively. This 
result is different from the trend at SR = 0 and SR = 0.6. This 
may be due to the facts that: 1) the blade loading at SR = 0.8 
is significantly smaller than that at the lower speed ratios and 2) 
the incidence angle is only a few degrees (at all blade sections). 

The Mechanism of Static Pressure Drop. The static pres
sure drop along a streamline is 

3 0 0 
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Fig. 7 Cp distribution at SR = 0.6 

is also a minimum; it was found from a one-dimensional perfor
mance analysis to be 0, 3 and - 3 degrees at the mid-span, shell 
and core sections, respectively. The flow is, therefore, expected 
to be better behaved than that at SR = 0.6 and SR = 0. 

The incidence effect, as seen in Fig. 8, is significantly smaller 
than that at SR = 0, but it is about the same as that at SR = 
0.6. The turbine static pressure drop, as expected, is significantly 
higher than that at SR = 0.6 (43 versus 24 percent at the mid-
span, 45 versus 24 percent at the shell, and 21 versus 11 percent 
at the core section). 

At the mid-section, however, the C^ distribution is poor in 
the first 30 percent of shell meridional length. This is probably 
caused by a negative incidence angle. The true incidence angle 
may be - 5 degrees, since the maximum C,, is located on the 
suction surface (not on the leading edge). A small recirculating 
region may exist near the pressure surface. 

Blade Torque. Blade torque is the torque exerted by the 
fluid on each turbine blade. Blade torque is an important param
eter in the energy transfer between the fluid and blades of the 
turbine. Since the meridional length of the turbine blade is about 
2.5 times longer at the shell than at the core, it is more appro
priate to calculate the blade-torque-per-unit meridional length. 
At any blade section, the blade torque coefficient is 

Cr = 
0.5 pU%_pHiR^^L 

— — (c .̂p - c,M\~ (2) 

In addition to the dynamic pressure based on pump tip speed, 
two other parameters are used to normalize the blade torque 
coefficient. The two parameters are blade height or span at the 
turbine inlet, / / i , and turbine tip radius, /fup. Equation (2) is 
used to calculate the blade torque coefficient at the shell, mid-
span and core sections under the three speed ratio conditions. 
Results are shown in Fig. 9. 

P\ 
0.5pt/?ip,p 

— i.Cp,\ — Cp) 

ui - u^ 
'-J tip.P 

W^ w] 
^ tip.P 

AP* 

Q.SpU tip,/" 
(3) 

The static pressure drop consists of three terms. The first 
term is the static pressure drop due to centrifugal force. The 
second term is the static pressure loss due to the diffusion of 
the relative velocity. The third term is the change of static 
pressure due to viscous effects. 

The static pressure drop due to centrifugal force (the first 
term in the above equation) is calculated at the shell, mid-span 
and core sections under the three speed ratio conditions. The 
calculated pressure drop is compared with the measured static 
pressure distribution. From the turbine inlet to the turbine exit 
of any blade section, the difference between the two results 

o 
- • t . . o 
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Fig. 8 Cp distribution at SB = 0.8 
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Fig. 9 Distribution of blade torque coefficient (Cr) 

represents: 1) the loss of static pressure due to viscous effects 
and 2) the change of static pressure due to the diffusion of the 
relative velocity. The comparison is shown in Figs. 6, 7, and 8 
for the speed ratios of 0, 0.6 and 0.8, respectively. 

The static pressure drop due to centrifugal force is zero at 
SR = 0, since the turbine is stationary. As expected, it is seen 
from Fig. 6 that the loss of static pressure due to viscous effects 
and due to the diffusion of the relative velocity is very pro
nounced. 

On the other hand, the static pressure drop due to centrifugal 
force has the dominant effect at SR = 0.6 and SR = 0.8. The 
static pressure loss due to viscous effects and due to the diffu
sion of the relative velocity is small. The turbine flow field is, 
therefore, expected to be better behaved at the higher speed 
ratios. This observation is in agreement with the measured effi
ciency curve of Fig. 2; the efficiency is 0 at 5^ = 0, 79 percent 
at SR = 0.6 and 82 percent at SR = 0.8. 

The static pressure drop due to centrifugal force can be accu
rately predicted from the simple expression given in Eq. (3). 
However, the static pressure loss due to the diffusion of the 
relative velocity and due to viscous effects can only be analyzed 
by a reliable Navier-Sto]s:es code. In addition to the static pres
sure data, data on the three velocity components is required to 
calibrate and validate the code. This type of investigation was 
done for the pump by By et al. (1993) and it should be repeated 
for the turbine and stator. 

Conclusions 
The turbine static pressure field changes drastically from the 

shell to the core section. Hence, the one-dimensional flow the
ory cannot accurately predict the spanwise distribution of the 
blade torque coefficient. The static pressure field is generally 
poor at the core section. Centrifugal force has the dominant 
effect on the static pressure drop in the turbine at SR = 0.6 and 
SR = 0.8. The static pressure loss due to viscous effects and 
due to the diffusion of the relative velocity is very pronounced 
at SR = 0. 

As an extension of this work, a reliable Navier-Stokes code 
should be used to analyze the static pressure field and the veloc
ity field of a torque converter turbine and a stator. Data on the 
three velocity components is required to complement the static 
pressure data. A Navier-Stoke analysis of a pump flow field has 
already been done. 
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APPENDIX 
Analysis of Measurement Errors 

The total measurement error (£r) is the sum of the bias error 
{EB) and the precision error {Ep). The bias and precision errors 
are the fixed and random components of the total error, respec
tively. If the bias and precision errors are known, the total 
measurement error can be calculated as follows 

Er = kEa? + {Epf (4) 

The bias error consists of errors of the pressure transducers, 
errors of the slip ring, errors of the data acquisition system, and 
others. It was the same in every reading and it was reduced to 
a minimum by calibration. Since 1200 sample outputs were 
recorded for each reading during a measurement span of 60 
seconds, it was possible to place 95 percent confidence limit 
on the true mean population (Pavg). The standard deviation (cr) 
was less than 2 percent of the mean value. The maximum bias 
error is about ±0.04 kPa based on 95 percent confidence level 
using the t distribution. 

The precision error is the error associated with the repeatabil
ity of the measurement. It consists of errors associated with the 
trapped air in the hydraulic pressure lines, errors associated with 
induced-flow disturbances, and others. The maximum precision 
error is about ±0.80 kPa based on 95 percent confidence level 
using the t distribution. As expected, the precision error is sig
nificantly larger than the bias error. 

The total measurement error is found from Eq. (4) to be 
about ±0.80 kPa or ±1 percent of the dynamic pressure based 
on pump blade tip speed. 
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The Response of a Centrifugal 
Pump to Fluctuating Rotational 
Speed 
A theoretical and experimental study has been made on the dynamic characteristics of 
a centrifugal pump subject to sinusoidal changes in rotational speed. Time-dependent 
rotational speed, flow-rate, and total pressure rise are measured for a variety of 
amplitude and frequency of the fluctuating rotational speed. Measured flow-rate as 
well as total pressure rise is compared with the quasi-steady ones. Unsteady flow 
analysis is made for a two-dimensional circular cascade by use of the singularity 
method. The calculated frequency characteristics are compared with the correspond
ing experimental ones. The deviation of unsteady characteristics from quasi-steady 
ones is evident, and the numerical results agree qualitatively with the measured ones. 
It was found that with the increased frequency of rotational speed fluctuations the 
dynamic characteristics deviate remarkably from quasi-steady ones. Moreover, a 
criterion for the assumption of quasi-steady change is presented. 

Introduction 

The characteristics of a pump under unsteady operational 
condition have usually been thought to follow along its steady-
state characteristic curves (Knapp, 1937). This assumption, 
called hereafter quasi-steady change, is acceptable in the case 
of slow change in operational condition. When the rate of 
change of the operating point exceeds a certain limit, however, 
the pump cannot respond quickly enough to traverse its steady-
state characteristic curves. There has been, therefore, a need 
for understanding the dynamics of the pump characteristics in 
unsteady operation. 

Dynamic performance of a pump has been investigated inten
sively for the case in which the flow-rate oscillates periodically 
about a mean operating point with a small amplitude. In this 
case, the pump dynamic performance can be described by a 
transfer matrix representation to relate the quantities at the inlet 
and exit of the pump (Guarga, 1991). Ohashi (1968), Anderson 
et al. (1971), Brennen et al. (1976), and Stimemann et al. 
(1987) have contributed to such a description. However, most 
of the works done in the past are limited to the case of constant 
rotational speed. Therefore we have not known whether such 
data can be extended to dynamic characteristics in the case of 
the fluctuating rotational speed or not. The total pressure rise 
as well as flow rate changes with time when the rotational 
speed changes periodically around the mean value. This case, 
therefore, offers far more difficulties than the constant rotational 
speed case. 

The aim of the present study is to make clear the dynamic 
characteristics when the rotational speed changes periodically 
with small amplitude around its mean value. And special interest 
lies on the pumping action during unsteady operation. The pres
ent study is, however, done for incompressible and cavitation-
free flow so that the knowledge of basic phenomena may be 
obtained. This paper reports the measured frequency response 
of total pressure rise as well as flow rate to rotational speed. 
For the purpose of understanding the basic mechanism of the 
dynamic characteristics, unsteady flow analysis is made for a 
two-dimensional circular cascade by use of the singularity 
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method. The calculated frequency characteristics are compared 
with the corresponding experimental ones. 

Experiment 

Test Equipment and Method. A single-stage, volute-type 
centrifugal pump is used for the experiment, and its principal 
specifications are summarized in Table 1. The arrangement of 
test setup and instrumentation system is similar to that by Tsuka
moto et al. (1986). The test pump is driven by a 2-pole 7.5 
kW induction motor. Variable speed operation of the motor is 
achieved by an inverter. In order to generate sinusoidal perturba
tions of rotational speed, the inverter is controlled by a micro
processor-based variable frequency device. In the present exper
iment the pump is excited from 0.57 Hz to 15.3 Hz. 

In order to avoid cavitation, water is supplied to the suction 
port from a large reservoir with a water level of 1 m above the 
pump center through a short inlet pipe. The discharge line is 
connected to a large accumulator and thus the fluctuations in 
flow rate and pressure are limited to the region among the two 
reservoirs. Before starting each test, the pump and piping loop 
are completely filled with water. The discharge valve is so 
adjusted that the mean value coincides with the desired value. 
The valve setting is not changed during each test. The rotational 
speed of the pump is detected by the pulse signals (60 pulses 
a revolution), which are fed to a frequency-analog converter 
for the recording. The suction and discharge pressure are mea
sured by semi-conductor type pressure transducers, which are 
installed directly on the pressure taps in order to prevent the de
crease of natural frequency in the pressure measurement system. 

The flow-rate is measured by an electro-magnetic flowmeter 
installed in the discharge line. A variable frequency AC excita
tion of magnet has been adopted to avoid severe drift problems 
encountered in the DC excited flowmeter and to get better accu
racy in instantaneous flow-rate. The instantaneous rotational 
speed Ni, flow-rate Qi, suction and discharge pressure, p., and 
p^, are transmitted to an A/D converter, and then recorded on 
the data file in the computer. From the data on the data file, 
instantaneous rotational speed Â , ( 0 . flow-rate g. ( 0 . total pres
sure difference between suction and discharge port, P,(f), are 
read out as a function of time t. Experimental frequency re
sponse data have been obtained over a range of frequencies up 
to 15 Hz, using frequency control for the inverter controlled 
motor. 
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Table 1 Specifications of test pump 

Suction diameter 
Discharge diameter 
Impeller: Outer diameter 

Outer passage width 
Outlet vane angle 
Number of vanes 

Rating: Rotational speed 
Flow rate 
Total head rise 

65 mm 
50 mm 
137 mm 
9.3 mm 
20 degs 
7 
3455 rpm 
0.25 mVmin 
31.5 m 

1 
& 

Presentation of Data. In the case of unsteady operation 
special attention must be paid to the meaning of total pressure 
rise P of the pump, which is defined usually as the increase of 
the total pressure from suction to delivery generated by the 
pumping action. In the case of unsteady flow rate, a part of the 
total pressure difference is caused by the inertia of water con
tained in the pump impeller and casing. This part of pressure 
difference is called the total pressure difference by conduit ef
fect, Pc, (Ohashi, 1968), and is calculated by the equation 

P, = -piLJAMdQJdt) (1) 

where the pump is represented by a straight pipe with the refer
ence cross-sectional area Ao, length Le,. The equivalent pipe 
length Leq of the pump is calculated by the equation 

{AQlA{s)}ds (2) 

where ^ is the distance measured from the suction port, and L 
is the total path length. 

In the present study where we are interested only in the 
dynamic behavior of the pumping action, therefore, the true 
total pressure rise containing no inertial effect of the water, P, 
should be compared with a quasi-steady value in order to discuss 
the deviation of the dynamic performance from a quasi-steady 
one. The true total pressure rise by pumping action during un
steady operation, P, can be calculated by subtracting the appar
ent total pressure difference Pc due to the conduit effect from 
measured total pressure rise, P,, as the following equation 
shows: 

P = Pi (3) 

In order to derive the nondimensional parameters which regu
late the frequency characteristics, let us compare the frequency 
phenomena in the pumping system with geometrically similar 
pump and piping. Once we fix the following eight parameters, 
i.e., the representative length of the pump, d, total length of the 
piping, 4q> density and viscosity coefficient p and /u, mean 
rotational speed Â o, amplitude of variable rotational speed AA ,̂ 
pipe resistance t„ perturbation frequency/; a unique experimen
tal condition can be established, under which a specific fre
quency phenomenon takes place. According to the theory of 
dimensional analysis, the above eight physical quantities can 
be reduced to five independent nondimensional parameters, i.e., 
normalized piping length 4 , /^ , Reynolds mxraber Nod^I(p,lp), 
pipe resistance ^ « 4>ol4>r, normalized amplitude of rotational 
speed AN/No, and newly introduced reduced frequency / / 
{(poNo). Here <̂o and cpr are mean and rated flow coefficient, 
respectively. 

The latter three parameters can be controlled in the experi
ment by adjusting the opening of the delivery valve, and the 
perturbed rotational speed and perturbation frequency. The in
fluence of Reynolds number on frequency characteristics is 
omitted from the present study. 

Test Results. Figure 1 presents the time histories of mea
sured rotational speed, Ni, flow rate, g , , and total head differ
ence HI = Pi/ipg) in the case of (t>o/4>r = 1-0, AN/No = 0.12, 
and / = 7.63 Hz. The data are periodic but nonsinusoidal with 

mW^M 
"1 1 n—r- -T 1 1 r-

H„=30.6 m 

_j • ' 
0.8 1.0 

t [sec] 

Fig. 1 Time histories of W;, Q,, and H, (<̂ o/<̂ r = 1-0, AN/No = 0.12, and 
f = 7.63 Hz); experimental uncertainty in A///Wo = ±3.0 percent, in H,/ 
Ho = ±3.5 percent, and in Q,/Qo = ±5.5 percent 

random noise as can be seen in this figure. Thus the statistical 
analysis is carried out to get the frequency response of P and 
Qi against Ni. 

Before going into the statistical analysis of the measured data, 
the correlation between input TV,, and output 2, and P is 
checked. Figure 2 shows the coherence function between the 
rotational speed Ni(t) and the other variables Qiit), Pi(t) at 
the forced frequency of the rotational speed. As can be seen in 
these figures, the measured values of the coherence function 
are almost unity within the range of the present experiment, 
and thus the output 2, (r) and P, (/) are completely related with 
the input M ( 0 -

Figure 3 shows the plot of the output amplitude, and the 
phase shift between the output and input A', (f) as a function of 
the input amplitude. Figures 3(c) and (b) present the relation 
of total head rise to the rotational speed and that of flow rate 
to the rotational speed, respectively. The amplitudes of fluctua
tions in flow-rate as well as total head rise are proportional to 
that in rotational speed. On the other hand, the phase lag against 
the rotational speed is independent of the ampUtude of rotational 
speed and nearly constant under a constant frequency. These 
results, therefore, demonstrate the Unearity of the present exper
iment. 

Figure 4 indicates the measured loci, along which the coordi
nates of instantaneous flow rate g, and total head rise H = PI 
(pg) move during the unsteady operation of the pump. The 
measured steady-state resistance curves of the piping system 
are indicated by a dash-line for the three different valve setting 
of 4>ol4>r = 0.5, 1.0, and 1.5. When the fluctuation is sufficiently 
slow, the instantaneous pressure rise of the pump varies obvi
ously along the steady-state H-Q curve at the instantaneous 
rotational speed N,(t). The true quasi-steady pressure rise is 
that corresponds to the steady-state value for the instantaneous 
rotational speed and flow rate. In the present case in which the 
valve setting unchanged during unsteady operation, then, the 
loci lies on the steady-state resistance curve for low fluctuation 
frequency. This case may be referred to a quasi-steady change 
for the convenience sake, although there has been a slight differ
ence between the true quasi-steady change and the present defi
nition. 

These loci represent the characteristic curves during the un
steady operation and should be compared with the steady-state 

5 10 15 
Frequency /[Hz] 

(a) Rotational speed, N,, vs. 
total pressure difference, P, 

5 10 15 
Frequency /[Hz] 

(b) Rotational speed, N,, vs. 
flow rate, Q, 

Fig. 2 Coherence function between input N, and output at (̂ o/<̂ r =1-0 
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Fig. 3 Dependence of the frequency response on amplitude of fluctua
tions in rotational speed (</>o/</>r = 1-0); experimental uncertainty in 
\AH\/Ho= ±3.5 percent, /.(AH/Ho) = ±3deg, in |AQ|/Qo = ±5.5 per
cent, £(AQ/Qo) = ±3.8 deg, in | AN|/Wo = ±3.0 percent 

pipe resistance curve. As can be seen clearly from these figures, 
the deviation of unsteady characteristics from quasi-steady ones 
is evident. 

Analysis 
Flow Model. In a centrifugal impeller, which is our main 

concern, the impeller blades on the stream surface constitute a 
rotating circular cascade. Unsteady flow analysis can thus be 
made for a two-dimensional circular cascade by use of the 
singularity method similar to that by Tsukamoto et al. (1986). 

The configuration of the cascade used in the present analysis 
is shown in Fig. 5. It is a rotating circular cascade of thin blades 
with a rotational speed Hit), flow-rate per unit passage width 
q(t), and number of vanes Â . The blade shape chosen herein 
for analysis is a logarithmic spiral, i.e., a vane of constant angle. 
Each blade is represented by an identical bound vortex sheet 
y(s, t) since "in phase" unsteadiness is considered under time-
dependent rotational speed and flow rate. According to the 
change in circulation, each blade sheds vorticity downstream, 
forming a vortex sheet of strength e(s,t). Among many existing 
models of the wake (Mook and Dong, 1994), we use the simple 
model that this vortex sheet is assumed to be convected along 
the logarithmic spiral extended from the trailing edge with the 
mean radial velocity component qJilirr). The shed vortex 
sheet from the first blade extends on the logarithmic spiral 
from S2(r = ra) to <». All other vortex sheets have the same 
extensions. 

Vorticity Distribution. The configuration of the singulari
ties mentioned above gives the absolute complex conjugate ve
locity at the point z' = R-txpiiK) on the blade as follow: 

q{t) ^ i 
ITTZ ' In 

\\is,t)Giz,z')ds 
J,, 

• ' J e{s,t)G(z,z')ds (4) 
27r 

where, s: coordinate along the logarithmic spiral, u and v. x 
and y components of the absolute velocity, z = r-exp{i9), 

G(z,z') = Nz"'''/[z"' - zis)"}. 

Considering the fact that the strength of free vortices is in
versely proportional to the velocity, the distribution of free vor
tices € can be written as 

e(*2, fi)w.,(*2, ' i) = e(s, t)wAs, t) 

where, w^: the ^-component of the relative velocity. 

(5) 

t - t dslWs = (n cos^/3/qo){s^ - si). 

Further, Kelvin's law for the conservation of vortices leads 
to the relation that the rate of total circulation change is equal 
to the total shed vortices from the trailing edge within unit time. 
This is expressed by 

e(s2, t)wAs2) = -dT{t)ldt = -d\ y{s, t)ds\ldt (6) ir 
The velocity induced by shed vortices can be rewritten by sub
stituting Eqs. (5) and (6) into Eq. (4). 

The boundary condition on the blade requires that there is no 
flow through the surface in the relative system. This condition is 
fulfilled for a rotating blade if 

Im[exp((a){M - r u + i'Q,{t)z')] = 0 (7) 

where, a = 0 - ^, /3: complement of impeller vane angle. 
Substitution of Eq. (4), (5) , and (6) into Eq. (7) then gives 

the integral equation for unknown vorticity y{s, t), in which 
the velocity induced by shed vortices is rewritten in the manner 
mentioned above. 

Now we will consider the case in which the angular velocity 
of the impeller and the flow rate fluctuate periodically in time 
around their mean values fto and ^o, respectively. Using the 
complex variable notation, the rotational speed and flow rate 
may be written 

n(r) = fio + An-exp(7V0; ( l A n i - ^ f i o ) 

q{t) = qa + '^-txpijut); ( | S ^ |<^9 o ) (8) 

where A n and A^ are constants, and v = lirf. 

t 30 

I 
30 

• o / t ' O ' S 

V / = 7 ^ 1 f a ] .AN/N. = 7.4% /^_^;^ , 15 

0.0 0.1 0.3 0.4 0.5 0.6 

Flow - rate Q [rrf/min] 

Fig. 4 Dynamic relations of H to Q, during periodic fluctuations In rota
tional speed; experimental uncertainty in HIHa = ±3.5 percent, and in 
Q,/Qo = ±5.5 percent 
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Fig. 5 Model of unsteady two-dimensional rotating circular cascade 
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The bound vorticity 7 consists of mean term 70 and unsteady 
term: 

7(*. 0 = 7o(*) + y{s) sxp(jut) (9) 

The unsteady bound vorticity term is divided to quasi-steady 
term and wake effect term, and furthermore individual terms 
consist of terms caused by angular velocity and flow rate 
changes: 

7('*) = VM + y^(^) 

= {7^(*) + 7^(*)} + {y^Nis) + y^is)} (10) 

where, subscripts s and w express quasi-steady and wake com
ponents, and Q and Â  do the components due to flow rate and 
rotational speed changes, respectively. Substituting Eq. (8) , 
(9), and (10) to the integral equation for unknown vorticity 
7(s, t), considering the contribution of each vorticity compo
nent to each induced velocity, and introducing the dimensionless 
quantities, we get the following set of normalized basic integral 
equations for the unknown vorticity components, 70, Tsg, ym> 
y^Q, and y„N'-

Imi <i>> 
' * 27rJ.; 

7o(r*)G(z*, z'*)c;r*/cos/3 

+ iz' = 0 

Imj 

Im, 

Im, 

'} 
iz'A 

Im, 

e'"] — + i \ 'yfQ{r*)G(z*, z'*)dr*/cos p 
U * Jr] 

e"'\ — I yMf*)G{z*, z'*)dr*/cos 0 + 

— I J , yU(r*)G(z*, z'*)dr*/cos /3 - y / tF (z ' * ) i 

X r.fe -H I 'y*Q{r*)dr*/cos 0 \ = 

\ f ,yMr*)G(z*, z'*)dr*/cos 0 - jkF(z'*)\ 

X j r*e + J . Ta 

2 ^ 

v(r*)Jr*/cos /3 = 0 (11) 

where, 

r* = r/r2, yS = yo/(r2^o) 

yfa = ysQiiSqIri), y*N = y,Nl{r^Ml) 

7*2 = y^ali^lfi), ?*jv = ywNl{r^Ml) 

k = ur2/{qo/(2iTr2)}, (t>o = qoK'^'^rlilo) 

z* = zlr2, z '* = z'Ir2, F * = I ^ y*{r*)dr*lco& /3 

F{z'*}= I exp{-jk{r*^ - l)/2}r*G{z*,z'*)dr* 

For the numerical calculation, a transformation is made from 
r and R to new independent variables \ and A, via the trapezoi
dal rule 

r = ri -f- (̂ 2 - r i ) ( l - cosX,)/2 (0 s \ s TT) 

R = rt + {r2~ r i ) ( l - cosA)/2 (0 s A s TT) 

The bound vortices can be specified at (n + 1) points 

X = ( fe - l)7r/M (/fc = 1,2, . . . , n + 1) 

The values of \ for fc = n -I- 1, that is at the trailing edge, is 
unnecessary since in the integration it is always multiplied by 
sinX. = 0 (Whitehead, 1960). The n values of 7 can be deter
mined so as to satisfy equation (11) at n points only, and these 
points are chosen so as to be allocated midway between the 
points at which bound vortices are specified. 

A = (2/k- l)7r/(2n) (A: = 1, 2, . . . , n) 

In this manner, each equation in Eq. (11) yields n simultaneous 
equations for the n unknowns, 7 (s, t). 

Flow Rate. In the case under consideration the flow-rate 
changes with time following the rotational speed changes, and 
therefore an equation is required for determining the instanta
neous flowrate in addition to the basic Eq. (11). The instanta
neous flowrate was calculated by considering the pressure bal
ance of the piping system: 

(pl^/Ao)[dQ,(t)/dt] + ipO{Qi(t)/Ao]' = P(t) 

(12) 

where, 4, : equivalent pipe length of piping system, Ao'. nominal 
flow area, t,: pressure loss coefficient determined by using Eq. 
(12) at the steady-state operating condition: 

^ = •/'o/«A§ (13) 

By omitting negligible small terms we can get the following 
equation for determining the nondimensional oscillatory flow 
rate S^* : 

where. 

Ukl*^ + 04>l^q*='^*^o (14) 

^ * = 'K^I{Eq\, (Eq% = 27rri<^oAn 

A F * = 'EPI(KPX, (KPI = pc^oAHfiorj 

i/̂ o = -ATo/(7rrino), <̂o = q^l {I'nrlQ.a) 

Pressure Rise. Total pressure rise through cascade, / ' ( f ) . 
can be obtained by applying the unsteady Bernoulli's Equation 
with respect to the moving relative system (Tsukamoto et al., 
1986). 

^,(f) = P(0/[p{ ' -2f i (0} ' /2] 

= A? Q2{dV{t)ldt\ [t 7(s, t)d{s)ds\dt 

{•n{r2^{t)V\ - -NV{t)l {-Krl^U)] (15) 

We will consider the case in which the rotational speed changes 
sinusoidally with small ampUtude around its mean value fio-
The oscillatory total pressure rise was calculated by Eq. (15), 
and higher order small quantities are omitted: 

AP = pN- jiy02r y(s)e(s)ds (27r) 

- pN{'Knro + nor]/(2Tv) (i6) 
The above equation can be normalized as follow: 
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Fig. 6 Frequency response of total pressure rise of a centrifugai pump for sinusoidal cliange in rotational 
speed; experimental uncertainty in gain = ±0.2 db, in phase ±3 deg; vertical bars show the two sigma error 
(20 to 1 odds) 

AP* -(TT^o/ro) 92iT*Q + r * e ) ) jk<t>o\ 

- J . (^.fe + r*Q)e(r*)dr*/cos pi 

-i; 

jk<l>o\02(T% + r*^) 

( r*„+ r*„)6l(r*)rfr*/cos/9 } 
(r*+ rs, + r*„) /(2ro) (17) 

After getting the vorticity distributions from Eq. (11), nondi-
mensional oscillatory flow rate and total pressure rise are deter
mined simultaneously by Eqs. (14) and (17). 

Discussion 

Comparison Between Tlieory and Experiment. Figures 
6 and 7 indicate the frequency characteristics of total pressure 
rise and flow-rate, respectively. The dynamic results are pre
sented in the conventional manner as the pressure amplitude 

ratio and the phase shift against a frequency parameter; that is, 
what is generally termed the "frequency response" or BODE 
plot. In these figures, the calculated frequency characteristics 
are compared with the corresponding experimental ones. As the 
frequency is increased from zero, the amplitude of the pressure 
rise at first steadily decreases, and the pressure rise lags slightly 
behind the quasi-steady one. With further increase of the fre
quency, however, the pressure rise vector leads the quasi-steady 
one. According to the theoretical calculations by Imaichi et al. 
(1982), the unsteady torque shows a similar tendency in the 
case of sinusoidal change in flow rate or rotational speed. The 
amplitude of flow rate steadily decreases and the phase shows 
the lag behind the quasi-steady flow rate as the frequency is 
increased from zero. 

Since the analysis was conducted on the basis of inviscid 
flow, i.e., 100 percent efficiency, the qualitative agreement be
tween theory and experiment is poor. However, the calculated 
results agree qualitatively with the measured ones and offer a 
basis of explaining dynamic characteristics during the unsteady 
operation. 

Criterion for Quasi-Steady Cliange. An increase in the 
above parameter results in a greater shift from a quasi-steady 
change. And the assumption of quasi-steady change may be 
acceptable within the range of f/{4)oNo) < 1.0 as far as the 
present test pump is concerned. This critical condition has the 
same order as that by Ohashi (1968) in the fluctuating flow 
rate case under a constant rotational speed. 

r̂  

-20 

I I I i i i i i i I I I i i i m I I 

-o-Vt6&\ 

Measured 
a • , / • , -1 .5 
© • „ / • , = 1.0 

Calculated 

•./•,-1.0 \ 

^ •,/*,=0.5 • , / • , . 1.5\ \ N 
' • • • • • * • •^" " • " 

0.1 10 100 
/ / ( • o N . ) 

(a) Gain | Aq' | vs. liequency 

60 

40 

I I I I I I I I I I mi l l 1 I I mill 

0 

-20 H 

"*' r Measured 

.60H a •./•,-1.5 
O •„/•,-1.0 

-«0|- A •./•..0.5 ^j^_.i.r 
- I O Q I I 1 1 IIIIII I I i i i i i i i 

0.1 

COltHliUCJ 

1 10 100 
//(*<,N,) 

(b) Phase /i(Aq') vs. frequency 

Fig. 7 Frequency response of flow rate of a centrifugai pump for sinusoidal change in rotational speed; 
experimental uncertainty In gain = ±0.2 db, In phase ±3.8 deg; vertical bars show the two sIgma error (20 
to 1 odds) 
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Conclusion 
The frequency response of a centrifugal pump impeller to 

the fluctuating rotational speed was studied experimentally and 
theoretically. When the rotational speed fluctuates quickly, the 
frequency response of the total pressure rise deviates from the 
quasi-steady one. The results of the numerical calculations were 
compared with the experiments, and the following conclusions 
were drawn: 

(1) As the frequency is increased from zero, the amplitude 
of the pressure rise at first steadily decreases, and the pressure 
rise lags slightly behind the quasi-steady one. 

(2) With further increase of the frequency, however, the 
pressure rise vector leads the quasi-steady one. 

In addition to the above results, nondimensional parameter 
f/(4>oNo) was introduced as the parameter which is determinant 
for the frequency characteristics of a pump at rotational speed 
fluctuation. An increase in the above parameter results in a 
greater shift from a quasi-steady change. And the assumption 
of quasi-steady change may be acceptable within the range of 
//((^oiVo) < 1.0. 
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The high Reynolds number pump (HIREP) facility at ARL Penn State has been used 
to perform a low-speed, large-scale experiment of the incompressible flow of water 
through a two-blade-row turbomachine. The objectives of this experiment were to 
provide a database for comparison with three-dimensional, turbulent flow computa
tions, to evaluate engineering models, and to improve our physical understanding of 
many of the phenomena involved in this complex flow field. This summary paper 
briefly describes the experimental facility, as well as the experimental techniques— 
such as flow visualization, static-pressure measurements, laser Doppler velocimetry, 
and both slow- and fast-response pressure probes. Then, proceeding from the inlet 
to the exit of the pump, the paper presents highlights of experimental measurements 
and data analysis, giving examples of measured physical phenomena such as endwall 
boundary layers, separation regions, wakes, and secondary vortical structures. In 
conclusion, this paper provides a synopsis of a well-controlled, larger scope experi
ment that should prove helpful to those who wish to use the database. 

Introduction 

Low-speed, large-scale experiments within multiple-blade-
row machines have become increasingly important in the field 
of turbomachinery over the last several years. There are several 
reasons for this trend. The first is the increasing use of numerical 
prediction methods in the design and analysis of multiple-blade-
row machines. In order to extend the range of confidence that 
we have in these numerical codes, we must perform some means 
of validation by comparing the numerical results with data from 
well-controlled experiments. A second reason for this experi
mental trend lies in the fact that despite the great advances in 
numerical prediction codes, many critical calculations required 
by the designer cannot yet be performed by solving the govern
ing equations from first principles. Engineering models are still 
required and these models are still empirical in nature and re
quire experimental data for closure. A final reason for the grow
ing number of multiple-blade-row turbomachinery experiments 
lies in our lack of physical understanding of many of the phe
nomena involved in this complex flow field. Many of these 
phenomena are specific to multiple-blade-row turbomachines 
and have not been addressed with enough detail. 

None of the growing number of low-speed, large-scale, multi
ple-blade-row experiments has dealt with the incompressible 
flow of water at large blade-chord Reynolds numbers. In order 
to extend the range of our numerical prediction codes, flow 
models, and physical understanding to this incompressible flow 
problem, we need to perform new experiments. ARL Penn State 
has a high Reynolds number pump (HIREP) facility that can 
achieve blade chord Reynolds numbers as high as 6,000,000 

* Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 544 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
November 26, 1994; revised manuscript received April 14, 1995. Associate Tech
nical Editor: L. Nelik. 

and can accommodate a variety of instrumentation in both a 
stationary and a rotating frame of reference. Using HIREP, 
Zierke et al. (1993) performed an experiment using several 
types of experimental techniques and their final report gives the 
details of the experiment, as well as a complete analysis of all 
the data (including the data uncertainty). 

With a complete description of the HIREP geometry, the 
experimental results provide an excellent test case for compari
son with numerical computations. However, considering the 
large scope of the experiment and subsequent data analysis, we 
feel that this summary paper would give others a sense of the 
quantity and quality of the data—allowing them to determine 
if they would benefit from using these experimental measure
ments for their code validation. This summary paper briefly 
describes the experimental facility and, then, describes high
lights of the experimental techniques and results as one proceeds 
from the inlet to the exit of the pump. These experimental 
results include various types of physical phenomena within this 
complex flow field. 

Experimental Facility 
This experiment was performed in the Garfield Thomas Wa

ter Tunnel at ARL Penn State. The tunnel has a 1.22-meter 
diameter, 4.27-meter long test section which supports water 
velocities up to 18.29 m/s and static pressures ranging from 20 
to 414 kPa. Tunnel turbulence is controlled using a honeycomb 
placed within the plenum, 2.82 meters upstream of the nine-to-
one contraction nozzle, giving a measured axial component of 
the freestream turbulence intensity level to be 0.11 ± 0.01 
percent and a longitudinal integral length scale of 13.9 mm ± 
1.5 mm with 95 percent confidence. (All subsequent uncertain
ties within this paper are given to a 95 percent confidence level.) 
Lauchle et al. (1989) give a detailed description of the tunnel, 
as well as some of the basic experimental procedures. 

HIREP consists of a 1.07-meter diameter pump stage driven 
by a 1.22-meter diameter downstream turbine—with a constant 
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Fig. 1 Computer-generated isometric view of the HIREP blades 

hub diameter of 0.53 meters. The two units rotate together on 
a common shaft in the test section of the water tunnel—such 
that the main drive impeller of the tunnel overcomes the energy 
losses within HIREP. The pump includes a row of 13 inlet 
guide vanes, a row of 7 rotating blades, and three downstream 
support struts. The turbine includes a row of variable pitch 
control vanes, a row of rotating blades, and a downstream cruci
form support strut. 

This HIRE? experiment included blade designs as described 
by Zierke et al. (1993). For the sake of later discussion, some 
geometric characteristics should be noted here. Each inlet guide 
vane (IGV) and rotor blade trailing-edge geometry is essentially 
an asymmetric chisel, with the bevel of the chisel lying on the 
suction side of the blade and the point of the chisel being 
somewhat rounded off. All of the inlet guide vanes and rotor 
blades include fillets where the blades meet the endwalls. The 
rotor blades are designed with a significant negative blade cir
cumferential lean (such that the suction surface points toward 
the hub surface), as shown in Fig. 1. Also, a nominal clearance 
of 3.3 mm exists between the rotor blade tips and the casing. 
Finally, a ring mechanism allows the inlet guide vanes to be 
circumferentially indexed in 2 degree increments over 2.5 blade 
spacings. 

At the design point, the rotor blades rotated at 260 rpm which 
yields a rotor blade tip speed of l/,ip = 14.5 m/s. From similarity 
considerations, one can derive a volumetric flow coefficient, 

_Q_ 
nDl 

where Q is the volume flow rate, n is the rotational speed, Dn, 
is the tip diameter, A is the annular area through HIREP, and 
Vref is the inlet axial velocity. This investigation was completed 
at the design value of 4>MO\ = 1.36 with a dimensionless specific 
speed of « = 0.89. 

Inlet Conditions 
Using a calibrated five-hole pressure probe, we measured the 

static and stagnation pressures at one circumferential position 
at the reference plane 37.0 percent IGV chord axially upstream 
of the inlet guide vanes. Figure 2 shows the location of all 
pressure probe measurements within HIREP. Both the static 
and total pressures are provided in the usual coefficient form 
(Cp). Five-hole probes can also resolve the three components 
of velocity, as shown for this inlet flow in Fig. 3. The radial 
and tangential velocities are quite small, as expected, and the 
measured magnitudes are smaller than the uncertainty of the 

measurements themselves—except possibly near the tunnel 
liner. In the past, laser Doppler velocimeter (LDV) measure
ments have shown that the residual swirl in the bare tunnel is 
negligible. The axial velocities are nearly uniform—with a 
slight curvature due to the radial pressure gradient that is visible 
from streamline curvature calculations. A monitor velocity mea
surement was acquired with each five-hole probe measurement 
and Fig. 3 shows these measurements on the tunnel liner which 
contained the reference static-pressure tap. Using an average 
static-pressure measurement from this tap of p^f = 298 kPa, 
the monitor velocity gives a nominal reference velocity of Vres 
= 10.7 m/sec. Zierke et al. (1993) performed boundary layer 
calculations that confirm that a significant turbulent boundary 
layer exists on the tunnel liner, while a much thinner turbulent 
boundary layer exists on the hub. 

Inlet Guide Vanes 
The measured inlet flow establishes a flow through the inlet 

guide vanes with a chord Reynolds number of 2,300,000. Static-
pressure taps allowed us to measure the IGV static-pressure 
distribution. Zierke et al. (1993) showed that the overall uncer
tainty in measuring the blade static pressures ranged from 0.4 
kPa over regions of minimal streamwise pressure gradients to 
0.9 kPa over regions of large streamwise pressure gradients. To 
be consistent with the analysis further downstream where Z7,ip 
is the most reliable velocity measurement, we present these data 
using an alternative definition of the pressure coefficient. 

K„ = 
Pmf 

T: puk 

using [/,ip instead of V„f. Figure 4 shows a sample IGV static-
pressure distributions at one of the five spanwise measurement 
locations as well as the design calculations using lifting surface 
theory. 

The spanwise static-pressure distributions show very similar 
shapes. Boundary layer calculations show that natural transition 
should begin near 15 percent chord and end near 30 percent 
chord for both the suction and pressure surfaces. Since no ad
verse pressure gradient exists in this region, transition simply 
results from the large Reynolds number. Also, even though the 
calculations show no separation through the 94.1 percent chord 
location on the suction surface, calculations in this adverse pres
sure gradient show signs that separation will occur between 
94.1 percent chord and the trailing edge. 

We used an oil-paint method to visualize the skin-friction 
Unes in the vicinity of the inlet guide vanes and neighboring 
endwalls. The skin friction patterns on the hub and casing end-
walls show the topology for the formation of a "horseshoe 
vortex" or "necklace vortex." The pressure side leg of the 
horseshoe vortex separation line moves downstream into the 
midpassage region, while the suction side leg of the separation 
line moves up onto the suction surface. This movement is the 
result of the flow overturning in the endwall boundary layer 
region. Near the suction surface trailing edge, this flow overturn
ing causes the skin-friction line patterns near both endwalls 
to show the presence of three-dimensional corner separation, 
although the separation region near the hub is larger and more 
complex than the corresponding region near the casing. Also, 
a two-dimensional separation occurs over the last 5 percent 
chord of the suction surface—a separation forced by the chisel 
trailing edge. 

Aside from the small separation regions, the skin-friction line 
patterns on both the IGV suction and pressure surfaces indicate 
a rather two-dimensional flow with natural transition ranging 
from 18 to 40 percent chord on the suction surface and from 
15 to 25 percent chord on the pressure surface. However, the 
oil-paint patterns of transition are difficult to resolve—espe-
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cially the end of transition. On the pressure surface and near 
the trailing edge, we found some radial movement of the skin-
friction lines away from the design point of maximum lift at 
42 percent span. This radial motion of the flow on the pressure 
surface turns a portion of the spanwise vorticity in the pressure 
surface boundary layer into the streamwise direction and this 
streamwise vorticity is shed into the wake as trailing vorticity. 

Inlet Guide Vane Exit Flow 
At a location 49.7 percent chord downstream of the inlet 

guide vanes (see Fig. 2) , we again used calibrated five-hole 
pressure probes to measure the flow field. Aside from simple 
radial surveys, we designed a rake of five-hole probes and in
stalled it into the hub. The five-hole probe rake surveys can 
measure the total velocity magnitude to within 2.6 percent, 
while the five-hole probe radial surveys can measure to within 
7.7 percent. The rake consisted of a 0.533 m diameter hub that 
rotated six flve-hole probes; each probe attached to a 12.7 mm 
diameter shaft which fit into a slot in the rake hub. Data from 
two surveys with the flve-hole probe rake were acquired to 
provide measurements at 11 spanwise locations and at circum
ferential increments of 0.373 degrees. 

Measurements from the five-hole probes show how the axial, 
radial, and tangential components of velocity vary circumferen-
tially at each spanwise location. Figure 5 shows sample five-
hole probe data at 9.5 and 81.0 percent span. The viscous wakes 
are much deeper near the hub endwall as a result of the small 
three-dimensional comer separation. Corresponding to the posi-
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• Monitor Velocity 
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Uncertainty: 0.335 m/sec 
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tions of these viscous wakes, the radial velocities vary consider
ably. Near the hub at the 9.5 percent span location, the radial 
velocity changes abruptly across the vortex sheet from positive 
on the suction side to negative on the pressure side. Then, 
further from the hub (for example, at the 81.0 percent span 
location), the radial velocity changes abruptly from negative to 
positive, moving in the same direction. Recall that the location 
of maximum lift on the inlet guide vanes occurred at 42 percent 
span and that the streamwise trailing vorticity above and below 
this location would be of different signs. This is consistent with 
these radial velocity distributions. Also, the data show excellent 
agreement with a lifting surface theory calculation. Therefore, 
the measured variation in radial velocity is an indication of the 
trailing vortex sheet. 

If the trailing vortex sheet was purely radial, only the radial 
velocities would change across the sheet. However, if the trail
ing vortex sheet was skewed, the tangential velocity (and to a 
very small degree, the axial velocity) would also change across 
the sheet. Since the inlet guide vanes in HIREP turn the flow 
more near the hub than near the casing, the trailing vortex sheet 
will become radially skewed as it convects downstream and 
this skewed sheet leads to a circumferential variation in the 
tangential velocities. Also, a small portion of the spanwise vor
ticity in the viscous wakes has been turned into the tangential 
direction. Away from the endwalls, the data indicate some 
blade-to-blade differences. For the locations where the data 
show more overturning than the calculations do, the blade-to-
blade differences are probably related to the trailing vortex 
sheets. In this case, local instabilities of the vortex sheets to 
smaU disturbances could deform them and give rise to variations 
in tangential velocity across the sheets. For the locations where 
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Fig. 3 Inlet velocities from the flve-hole probe radial survey 37.0 percent 
chord upstream of the IGV leading edge 
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Fig. 4 Sample IGV and rotor blade static-pressure distribution 
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the data show slightly more undertuming than the calculations, 
the blade-to-blade differences may be related to the separation 
of the IGV suction surface boundary layers. Local surface irreg
ularities might help explain why the local separation characteris
tics varied and led to some isolated undertuming of the flow. 
Again, Fig. 5 shows a sample of these tangential velocity varia
tions. 

Zierke et al. (1993) also analyzed the five-hole probe data 
to evaluate harmonic content, average-passage wakes, second
ary flow velocity vectors, endwall boundary layers, and circum-
ferentially-averaged velocity components. These local circum
ferential means involve area averages at each spanwise location 
over all the IGV passages. The secondary velocity vectors 
clearly show that the trailing vortex sheet deforms as it convects 
downstream and rolls-up into two concentrated vortex structures 
rotating in opposite directions. Passage vortex structures are 
also evident between vortex sheets from each inlet guide vane. 
Finally, the five-hole probe data show that the casing endwall 
boundary layer and the IGV wakes are the primary sources for 
total-pressure loss. 

Moving axially from 49.7 to 88.5 percent chord downstream 
of the IGV trailing edge, we measured the axial and tangential 
velocities using a two-component LDV. Figure 6 shows the 
location of all LDV measurements within HIREP. The precision 
errors in the mean velocity measurements range from 0.1 to 2.4 
percent, with the larger errors corresponding to regions with 
high turbulence levels. The precision errors in the turbulence 
intensities range from 6.0 to 8.5 percent. Zierke et al. (1993) 
discuss possible bias errors. Data were collected using a field 
point measurement method. In this procedure, the measurement 
volume remains stationary, and each LDV measurement sample 
is tagged with the angular position of the rotor—via an optical 
shaft encoder and a rotating machinery resolver. At this circum
ferential location, no IGV wakes were present. Upstream of the 
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rotor blades, the LDV data exhibit two interesting phenomena. 
First, the rotating hub creates a significantly skewed endwall 
boundary layer; while on the casing endwall, secondary flow 
leads to a slightly skewed boundary layer. Second, the LDV 
shows the potential flow effect created by the rotating pressure 
field from the downstream rotor blades. One axial LDV survey 
shows how this potential flow effect decays exponentially as 
one moves upstream from the rotor blade leading edge. 

Rotor Blades 
The acceleration of the flow through the inlet guide vanes 

and the larger chord lengths of the rotor blades produce larger 
chord Reynolds numbers for the rotor blades than for the inlet 
guide vanes. Using the circumferentially-averaged streamwise 
(absolute) velocities measured upstream of the rotor blades, we 
can compute chord Reynolds numbers for the rotor blades rang
ing from 3,600,000 at 90 percent span up to 3,900,000 at 10 
percent span. More appropriately, using relative velocities, the 
chord Reynolds numbers range from 5,500,000 at 90 percent 
span down to 4,100,000 at 10 percent span. These chord Reyn
olds numbers combine with the blade section designs to estab
lish the rotor blade static-pressure distribution shown in Fig. 4 
for one of the five spanwise locations of static-pressure taps. 

The spanwise static-pressure distributions varied more for the 
rotor blades than for the inlet guide vanes—especially on the 
pressure surface. Also, note that integrating the pressure distri
butions gives values of lift that are about twice as large for the 
rotor blades than for the inlet guide vanes—with the design 
value of maximum lift occurring at 22 percent span for the 
rotor blades. Boundary layer calculations showed that natural 
transition should take place from 10 percent chord to 20 percent 
chord on both surfaces. However, the interaction of the rotor 
blade boundary layers with the periodic passing of the IGV 
wakes leads to wake-induced transition, which can cause the 
laminar and transitional boundary layers on the rotor blade to 
become intermittently turbulent due to the passing of the highly-
turbulent IGV wakes. 

For time-average measurements of the rotor shaft thrust and 
torque, we used two pairs of strain gauges. From similarity 
considerations, one can derive the thrust and torque coefficients. 

Kr = and ^e = 
Mc 

Figure 7 shows Kj and KQ plotted versus <̂ voi • 
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The oil-paint surface flow visualization on the rotor blades 
followed the same procedure as on the inlet guide vanes. Despite 
the rotation of the blades, the oil-paint patterns are representa
tive of the relative skin-friction lines since the specific gravity 
of the oil-paint is very close to that of water. As discussed by 
Zierke et al. (1993), the surface flow visualization shows the 
topology for the formation of a horseshoe vortex on the rotor 
hub, a substantial corner separation where the suction surface 
trailing edge meets the hub, a radial migration of the skin-
friction lines along the trailing edge, and a leakage flow across 
the rotor blade tip. As the leakage flow moves through the 
clearance^from the pressure surface to the suction surface— 
it interacts with the throughflow. The interaction of these two 
flows causes the sheet of vorticity passing through the clearance 
from the pressure surface boundary layer to roll-up into a tip 
leakage vortex. 

Rotor Blade Exit Flow 
Downstream of the rotor blades, we measured the axial and 

tangential velocities with the LDV in three axial planes as 
shown in Fig. 6. Before analyzing the LDV data downstream 
of the rotor blades, we used the upstream five-hole probe data 
to determine that no IGV wake was present in the vicinity 
of the LDV measurement volume at any of the three axial 
measurement planes. With all of the LDV data resolved into 
one degree storage windows, the axial and tangential velocity 
measurements clearly show the existence of skewed rotor blade 
wakes. As an example. Fig. 8 shows a contour plot of the axial 
velocities at the furthest downstream measurement plane. The 
rotor blades themselves have 30 degrees of skew and some 
residual swirl remains in the flow, especially near the hub, 
creating even more skew within the wakes. Note that the non
uniform nature of the wakes in Fig. 8 arise from computing the 
contours using data from coarsely-spaced, discrete measurement 
locations near midspan. An additional LDV survey at 76.2 per-

Fig. 8 Axial velocity contours of LDV measurements 32.2 percent chord 
axially downstream of rotor tip trailing edge 

cent span (see Fig. 6) , starting near the rotor blade trailing edge 
and moving downstream, allowed us to measure the decay of 
the rotor blade wakes. LDV measurements also show that a 
flow structure exists near the hub—possibly from the horseshoe 
vortices. The corner separation has led to much larger wakes 
in the hub endwall region and, along with the significantly 
skewed boundary layers and the horseshoe vortices, the hub 
endwall flow becomes very complex. 

The LDV data also provides details of the dominant flow 
feature within HIRER: the rotor tip leakage vortex. In order to 
establish the position of the tip leakage vortex, we used the 
LDV data along with two types of flow visualization: cavitation 
visualization and laser light sheet visualization. Aside from giv
ing the location of the tip leakage vortex, both types of flow 
visualization also showed the unsteadiness of the tip leakage 
vortex. 

The relatively low static pressure within the core of the tip 
leakage vortex allowed us to visualize cavitation within the 
core at low tunnel pressures. While some cavitating bubbles 
originated in the clearance near the rotor blade leading edge, 
most of the cavitation appears to begin near the suction surface 
at 15 percent chord—a position very close to the measured 
minimum pressure point on the suction surface at 90 percent 
span. At this location, the pressure difference across the clear
ance reaches a maximum, creating a larger leakage jet. There
fore, the position where the core pressure becomes low enough 
to establish a cavitating flow marks the origin of the vortex. 
Downstream of the rotor blades, the LDV data establishes the 
circumferential position of the tip leakage vortex. 

As the tip leakage vortex convects downstream, the position 
of the vortex core moves radially. Looking through a periscope 
from a position downstream of the rotor blades, we observed 
the tip leakage vortex from a video camera during the laser 
light sheet visualization. Both 10 micron microballoons and 
cavitation bubbles were illuminated by a laser light sheet in a 
plane normal to the axial-flow direction. The radial position of 
the vortex as determined by the laser light sheet visualization 
and the LDV data compared very well. 

The roll-up of the tip leakage vortex produces a swirling flow 
about the centerline of the vortex. From the LDV data, we 
determined the tangential or azimuthal velocity about the vortex 
axis at the three downstream LDV measurement planes. The 
minimum and maximum values of tangential velocity differ— 
giving an asymmetric vortex. The presence of the casing end-
wall seems to interfere with the rolling-up of the tip leakage 
vortex. Also, a strong coupling exists between the tangential 
and axial velocities of a vortex. Within HIREP, the LDV mea
surements showed a wake-like profile in axial velocity for all 
three axial measurement planes. In the casing endwall region, 
the axial velocity profiles associated with the tip leakage vorti
ces are much deeper and broader than those associated with the 
rotor blade wakes. Finally, the presence and proximity of the 
casing endwall seems to increase the dissipation and unsteadi
ness of the tip leakage vortex. 

Zierke et al. (1993) also analyzed the LDV data to evaluate 
harmonic content, endwall boundary layers, and circumferen-
tially-averaged velocity components. To complement the cir-
cumferentially-averaged velocity profiles at the third LDV mea
surement plane, we also performed radial surveys with a slow-
response Kiel probe, in order to measure the time-average total 
pressures. Surveys were completed at two different circumfer
ential index positions of the inlet guide vanes. While the laser 
beams for the LDV measurements entered from the side of the 
tunnel, the Kiel probe was inserted from the top of the tunnel. 
Thus, the LDV and Kiel probe measurements were acquired at 
different circumferential positions and, therefore, at different 
positions relative to the IGV wakes. Figure 9 shows the results 
of these total-pressure measurements. For the two circumferen
tial index positions of the inlet guide vanes, the total-pressure 
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Fig. 9 Spanwise variation of the total pressure coefficient 32.2 percent 
chord axiaily downstream of the rotor tip trailing edge for two IGV index 
locations 

deficits shown in Fig. 9 at 11.2 and 83.3 percent span match 
closely with our analysis of the locations of the IGV wakes. 

Again referring to Fig. 9, note that we measured the static 
pressure on the casing at this axial location. These static-pres
sure measurements might prove useful in establishing a down
stream boundary condition for numerical computations. The 
static-pressure coefficient did vary slightly with the circumfer
ential position of the inlet guide vanes. The two measured values 
of C„ = 0.432 and Cp = 0.482 give an indication of the static-
pressure rise through HIREP. 

At the same axial measurement plane used to acquire data 
with the slow-response Kiel probe, we also performed a radial 
survey using a total-pressure probe with a response time fast 
enough to resolve the total pressures for instantaneous angular 
positions of the rotor. In order to achieve this fast response, the 
probe was equipped with a subminiature piezoelectric pressure 
transducer, located close to the probe tip. The resulting measure
ments include the structure of the rotor tip leakage vortices and 
the skewed rotor blade wakes. The low total pressures in these 
regions—especially in the tip clearance vortices^—indicate that 
these are regions of large total-pressure losses. 

Summary 
The high Reynolds number pump (HIREP) facility at ARL 

Penn State has been used to perform a low-speed, large-scale 
experiment of the incompressible flow of water through a multi
ple-blade-row turbomachine. The data shows that three-dimen

sional effects are significant. Three-dimensional corner separa
tions occur near the blade leading edges and where the suction 
surfaces meet the endwall in the trailing-edge region. Secondary 
flows and the relative motion of the stationary and rotating 
hubs lead to strongly skewed endwall boundary layers, which 
produce streamwise vorticity. Surface flow visualization shows 
the topology for the development of horseshoe vortices and 
vortices emanating from the three-dimensional separation re
gions on the blades. Flow field measurements show the presence 
of vortical structures created from the trailing vortex sheet, as 
well as secondary flows between blade wakes. The dominant 
secondary flow structure within HIREP is the rotor blade tip 
leakage vortex. The tip leakage vortex results in large total-
pressure losses and vortex cavitation, the limiting form of cavi
tation within HIREP. A detailed analysis of the tip leakage 
vortex shows a strong asymmetry. For this small clearance, the 
presence and proximity of the casing endwall affect the roll-up, 
shape, dissipation, and unsteadiness of the tip leakage vortex. 

In conclusion, the HIREP experimental measurements pro
vide an excellent database for comparisons with three-dimen
sional, viscous (turbulent) flow computations, as well as other 
engineering models. 

JFE Data Bank Contributions 
A number of the results from this axial-flow pump experiment 

are being added to the Journal of Fluids Engineering data bank. 
The data bank will include the geometry definition, as well as 
the experimental data summarized in this paper. The data in
cludes time-average static-pressure measurements on both the 
inlet guide vanes and rotor blades and measurements of rotor 
shaft thrust and torque. Also, the pressure probe data from the 
locations in Fig. 2 will be included. The five-hole pressure 
probe data includes static pressure, total pressure, and all three 
components of velocity. As located in Fig. 6, the LDV data will 
include axial and tangential mean velocities, as well as the 
corresponding variances. All information from flow visualiza
tion studies can be obtained from Zierke et al. (1993). 
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Oscillatory Electrohydrodynamic 
Gas Flows 
Prior numerical solutions of electrohydrodynamic flows in a positive-corona, wire-
plate electrostatic precipitator are extended to reveal steady-periodic electrohydrody
namic flows. Previously, only steady solutions were reported. The present study 
includes results for flows with Reynolds numbers from 0 to 4800 and with dimen-
sionless electric number ranging from 0.06 to t». Results indicate that two regimes 
of low frequency oscillatory flow occur. The first regime is characterized by a single 
recirculating vortex that oscillates in strength between one and five Hertz. The second 
regime is characterized by two counter-rotating vortices that oscillate in strength at 
a frequency near one Hertz. 

Introduction 
It is well known that a corona discharge in air produces a 

unipolar space charge that, in the presence of a non-uniform 
electric field, creates a rotational body force acting on the gas. 
Prior numerical characterizations of the resulting electrohydro
dynamic (EHD) flow, known as the ionic or corona wind, have 
not considered the possibility of electrical generation of an os
cillatory flow. Oscillatory flows have been noted in other appli
cations in which the inertial force is the same order of magni
tude as, but opposed to or perpendicular to, a buoyancy driven 
body force (e.g., Nayak and Sandborn, 1977; Lai and Kulacki, 
1990a, b) . 

Most theoretical studies of EHD flows have considered only 
laminar flow in the wire-plate electrostatic precipitator with a 
uniform, positive corona discharge along the wire(s). Negative 
corona is characterized by individual tuft discharges along the 
wire. Consequently, neither the electrodynamic nor the fluid 
dynamic process is correctly characterized by a two-dimen
sional model. All experimental studies have shown negative 
coronas to create turbulence (e.g., Davidson and Shaughnessy, 
1986; Kallio and Stock, 1992). The two-dimensional numerical 
analysis of positive corona wind by Ramadan and Soo (1969) 
shows that in the absence of any inlet flow, the electric body 
force creates a jet originating at the wire and streaming toward 
the plate. Yabe et al. (1978) predicted similar results. In a more 
complete study of the interaction of a bulk flow with the corona 
wind, Yamamoto and Velkoff (1981) solved the two-dimen
sional, time-dependent, vorticity-stream function form of the 
Navier-Stokes equations using the finite-difference method. 
They predicted steady EHD flows in single-wire and double-
wire precipitators over a range of inlet velocities and applied 
voltages. Kallio and Stock (1992) used a finite-difference, K-e 
formulation of the steady, incompressible, two-dimensional, 
time-averaged mass and momentum conservation equations, 
combined with the turbulence kinetic energy and dissipation 
transport equations, to predict the turbulent flow field in a wire-
plate precipitator with three wires. Their method of solution 
precludes exposure of an oscillating flow pattern. 

In this paper, numerical study of positive corona discharge 
in a single-wire, wire-plate geometry shows that, in some cir
cumstances, prior predictions of a steady flow are incorrect. The 
discrepancy in the predictions is attributed to the convergence 
criteria. Prior solutions (Yamamoto, 1979; Yamamoto and Vel
koff, 1981) of the time-dependent equations were assumed to 
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reach steady state when one of the two following criteria was 
met: (1) the difference in the dimensionless flow variables be
tween two consecutive iterations was less than 2 X 10"", or 
(2) the dimensionless computational time reached 60.0. The 
second criterion was imposed probably because of a limitation 
of computational resources. However, it is primarily due to this 
criterion that the existence of an oscillatory flow was not re
vealed. In this paper, the work by Yamamoto and Velkoff 
(1981) is extended by removing the second convergence crite
rion. Frequencies of the oscillatory flows are presented in terms 
of the Reynolds number and dimensionless EHD number. 

Problem Formulation and Analysis 
Assuming a two-dimensional, incompressible, laminar flow 

in the wire-plate electrostatic precipitator geometry, the govern
ing equations for electric potential (V ) and space charge density 
(pc) are 

and 

pl 

9V 

- • ( 

^ dy^ 

dp.dV 
dx dx 

dp, dV 
dy dy 

(1) 

(2) 

which can be readily derived from the set of reduced Maxwell's 
equations. 

and the Ohm's law. 

V • J = 0, 

E = -VV, 

J = PM. 

(3) 

(4) 

(5) 

(6) 

The computational domain, shown in Fig. 1, is one half of the 
flow channel due to symmetry about the centerline. Boundary 
conditions on V are: 

V = Vo, at the wire (x = 0, y = 0) , (7a) 

V = 0, along the plate (y = d) , {lb) 

dx 
= 0, along the symmetry line {x = Q), (7c) 
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Fig. 1 The two-dimensional computational domain in tlie wire-plate 
electrostatic precipitator. The computational domain is one-half of the 
flow channel. 

and 

ay 
dy 

= 0, along the centerline (y = 0). (Id) 

These simplified forms of the Maxwell's equations and Ohm's 
law can be solved independently of the flow field equations. 
This one-way coupling of the electrodynamic and fluid dynamic 
equations only applies to situations where the ion drift velocity 
(/3E) is much greater than the gas velocity. 

The numerical scheme employed to solve Eqs. (1) and (2) 
is identical to the finite difference scheme used by Yamamoto 
and Velkoff (1981). Electric potential and space charge density 
are solved for by iterating on Eqs. (1) and (2) with an assumed 
value of space charge density at the wire (PM)- The validity of 
the solution is checked by comparing total predicted current to 
measured current at a specific operating voltage. If the currents 
do not match, a new value of space charge density at the wire 
is assumed and the calculations are repeated. 

The governing equations for the flow field are the two-dimen
sional, incompressible continuity equation. 

^ -f ^ = 0, 
dx dy 

(8) 

and the momentum equations modified by the addition of a 
volumetric electric body force, pcE, 

dv dv dv 

dt dx dy 

Idp (dh_ dh}_ 

pdy^ \dx^ "*" V P 
(10) 

From the above equations, the vorticity transport equation is 
expressed as 

dio _ du)_ 5w f d^io d^uj 

~di ~ '" dx ~ ^ dy '^ ^V a ? "̂  dy^ 

1 d(PcE^) dip.Ey) 

dy dx 
(11) 

In stream function form, the nondimensional vorticity transport 
equation is 

duj 

dr 
difi dto dip dQ 1 /d'^U) d^m^ 

dy dx ' dx df^ (Re)EHD \ dx"^ ' df, 

^ /dpcdV_dp,dV 
\ dx dy dy dx T Z - ^ ^ • (12) 

Nondimensionahzation of this equation is based on scales cho
sen by Yamamoto and Velkoff (channel half-width d, voltage 
at the wire Vo, and corona wind velocity «<,). The velocity Ue 
is defined as 

". = 
PcoVo 

(13) 

Note that the electrical vorticity production term in Eq. (12) 
(the last term on the right-hand side) is determined from the 
electrodynamic equation alone and thus, is not affected by the 

N o m e n c l a t u r e 

A = plate area [m^] 
d = distance between wire and 

plate [m] 
E = electric field [Wm] 
E^ = electric field strength in ;t;-di-

rection [V/m] 
Ey = electric field strength in y-di

rection [V/m] 
/ = flow oscillation frequency 

[Hz] 
/ = dimensionless flow oscilla

tion frequency, fd/ U 
I = total electric current [A ] 
J = current density [A/m^] 

ÂEHD = dimensionless electric num
ber, defined in Eq. (12) 

p = pressure [Pa] 
Re = flow Reynolds number, 

Uo(2d)/u 
(Re)EHD = EHD Reynolds number, 

u.d/i' 

t = time [s] 
u = velocity in x-direction [m/s] 
u = dimensionless velocity in x-direc-

tion, u/Ue 
Ue = characteristic velocity of ionic 

wind, defined in Eq. (9) [m/s] 
U = uniform gas velocity at the inlet 

[m/s] 
U = dimensionless uniform gas veloc

ity at the inlet, Ulue 
V = velocity in y-direction [m/s] 
tJ = dimensionless velocity in y-direc

tion, vlUe 
V_ = electrical potential [V] 
V = normalized electrical potential 

V/Vo 
Vo = electrical potential at the wire [V] 

x,y = Cartesian coordinates [m] 
JT, 7 = dimensionless Cartesian coordi

nates, X = xld, f = yid 

13 = ion mobility, /3 = 1.4311 X 10"" 
m^/V • s for positive ions in air 

Co = permittivity of free space, eo = 
8.854 X 10" ' ' F/m 

v = kinematic viscosity of fluid [m^/s] 
p = fluid density [kg/m^j 

pc = ionic space charge density [C/m^] 
pc = dimensionless space charge den

sity, pJpcO 
Pc„ = ionic space charge density at the 

wire [C/m'] 
T = dimensionless time, uj/d 
ip = stream function [1/s] 
i/' = dimensionless stream function, t/̂ / 

Ued 

CO = vorticity [1/s] 
w = dimensionless vorticity, ivd/Ue 
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Table 1(a) (Re)EHD for all operating conditions 

U (m/s) 
0 
0.02 
0.04 
0.08 
0.15 
0.23 
0.30 
0.38 
0.46 
0.53 
0.61 
0.91 
1.2 

t/(m/s) 
0 
0.02 
0.04 
0.08 
0.15 
0.23 
0.30 
0.38 
0.46 
0.53 
0.61 
0.91 
1.2 

Vo (kV) 
P.^ (C/m') 

Re 
0 
75 
150 
300 
600 
900 
1200 
1500 
1800 
2100 
2400 
3600 
4800 

Vo (kV) 
I (amp) 

Re 
0 
75 
150 
300 
600 
900 
1200 
1500 
1800 
2100 
2400 
3600 
4800 

10.0 
1.6 X 10-* 

00 

30 
15 
7 
3.7 
2.5 
1.9 
1.5 
1.2 
1.1 
0.94 
0.62 
0.47 

Table 1(6) N E H D 

10.0 
8.5 X 10"' 

CO 

65 
16 
4.1 
1.0 
0.45 
0.25 
0.16 
0.11 
0.08 
0.06 
0.03 
0.02 

12.5 
4.4 X 10^" 

oc 

57 
28 
14 
7.1 
4.7 
3.5 
2.8 
2.4 
2.0 
1.8 
1.2 
0.88 

for all operating conditions 

12.5 
2.2 X 10"' 

00 

169 
42 
11 
2.6 
1,2 
0.66 
0.42 
0.29 
0.22 
0.16 
0.07 
0.04 

15.0 
8.7 X 10-" 

00 

87 
43 
22 
11 
7.2 
5.4 
4.3 
3.6 
3,1 
2.7 
1,8 
1,4 

15,0 
4.0 X 10-' 

CO 

308 
77 
19 
4.8 
2.1 
1.2 
0.77 
0.53 
0,39 
0.30 
0.13 
0.08 

17.5 
1.4 X 10"̂  

00 

120 
60 
30 
15 
10 
7.5 
6.0 
5.0 
4.3 
3.7 
2,5 
1,9 

17,5 
6.2 X 10-' 

CO 

477 
119 
30 
7.5 
3.3 
1.9 
1.2 
0.83 
0.61 
0.47 
0.21 
0.12 

flow field. The EHD Reynolds number, (Re)EHD. is equal 
to Ued/v. 

Appropriate boundary conditions for the flow field are 

9^-U, u ; = | ? = ^ = 0 , at the inlet, (14a) 
oy dy dy 

and 

dx ' dx 
0, at the outlet. {Ub) 

The inlet flow is assumed to be uniform and parallel. 
The finite difference scheme employed to solve Eq. (12) is 

the same as that used by Yamamoto and Velkoff (1981), but 
with no restriction in computational time. The only other modi
fication is use of a fixed, rather than variable, time-step so that 
transient and oscillatory flows may be closely monitored. Time 
is nondimensionalized by the characteristic electric velocity ( r 
= tUeld). The calculation starts with an appropriate initial con-

Table 1(c) NEHD for operating conditions of Kallio and 
Stock (1992) 

U (m/s) 
0.02 
0.04 
0.08 
0,15 
0.23 
0.30 
0,38 

V„ (kV) 
/ (A/m') 

Re 
134 
1339 
2677 
6693 
9370 
13386 
26227 

32 
0.98 

11646 
116 
29 
4.7 
2.4 
1.2 
0.29 

42 
2.5 

29115 
291 
73 
11.6 
5.9 
2.9 
0.73 

dition and is advanced in time until a steady state is reached or 
at least three complete cycles of oscillatory flow patterns are 
identified. The dimensionless time step is chosen ( A T = 5 X 
lO-"*) to guarantee numerical stability and accuracy. The stabil
ity criterion for the numerical scheme used is given by (Jaluria 
and Torrance, 1986) 

Af=S—p ; - ^ . i — —— . (15) 

2v 
1 1 

L(Ax)^ (Ay)^J (A;c) (Ay) 
The test of grid dependence has been performed by the previous 
authors (Yamamoto and Velkoff, 1981). Therefore, it is not 
repeated here and the same uniform grids (225 X 33) are used 
in the present study for consistency. To verify that flow oscilla
tions are not due to numerical instability, the computations are 
repeated with reduced time steps ( A T = 1 X 10- ' and 5 X 
IQ- ' ) . Identical results are obtained. In some cases, more than 
100 hours of CPU time on a HP Apollo 9000/730 workstation 
are required. 

The choice of dimensionless parameters describing the flow 
phenomenon are flow Reynolds number and an EHD parameter 
equal to the ratio of electrical body force to fluid inertial force. 
Yamamoto and Velkoff (1981) chose a dimensionless parame
ter equal to (Re)EHD/Re or Ue/2U. Except in numerical studies, 
this parameter is very difficult to evaluate since the space charge 
density p^o, needed to define Ue, is not easily measured. An 
alternate parameter suggested by Davidson and Shaughnessy 
(1986), 

uses total current rather than space charge density and is based 
on easily measured quantities. 
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(a) 

(b) 

Fig. 2 Variation of flow streamlines with time for Vo = 15 icV and U = 
0.6 m/s (Re = 2400 and A/EHD = 0.3), (a) present results, (b) result of 
Yamamoto and Velkoff (1981). Dimenslonless time is in parenthesis. 

In this paper, computations are carried out at applied electric 
potentials of Vo = 10, 12.5, 15, and 17.5 kV (the same values 
used by Yamamoto and Velkoff). For each case, speed of the 
inlet flow (U) is varied from 0 to 1.22 m/s. Table 1(a) lists 
electrical and flow conditions and corresponding dimenslonless 
parameters as initially presented by Yamamoto and Velkoff 
(1981). For the same operating conditions, values of A'EHD are 
listed in Table l ( ^ ) . For reference. Table 1(c) contains values 
of A'EHD for the experimental conditions of Kallio and Stock 
(1992). An infinite value of A'EHD occurs when there is no inlet 
flow. 

Results and Discussion 
Two possible flow phenomena occur for flows with finite, 

nonzero A'EHD numbers. The solution is initially transient in both 
cases, and then either reaches steady-state or becomes steady-
periodic. As an example of a steady solution, streamlines are 
plotted at five time steps in Fig. 2(a) for Vo = 15 kV and U 
= 0.61 m/s (corresponding to Re = 2400 and Â EHD = 0.30). 
The most prominent feature of the flow is a single counter
clockwise recirculating eddy, or cell, near the wall opposite the 
wire. A mirror image of the flow field with a second rotating 
cell would exist in the half of the channel not pictured. For 
simplicity, the remainder of the discussion considers only the 
computational domain (shown in Fig. 1) and not the entire 
flow channel. Streamlines reported by Yamamoto and Velkoff 
(1981) are included for comparison in Fig. 2(b). Although 
their solution is successfully reproduced at f = 0.23 seconds ( T 
= 25.0), the steady-state solution is not actually achieved until 
t = 0.34 seconds ( r = 37.5). 

Streamlines for a steady-periodic solution are shown in Fig. 
3 for Vo = 15 kV and t/ = 0.15 m/s (Re = 600 and A'EHD = 
4.8). For this case, A'EHD is an order of magnitude greater than 
in the previous case. Figure 3(a) shows a full period of the 
established flow pattern, for 4.20 seconds s t s 4.54 seconds 
(460.0 < T s 497.5). A strong circulatory cell with counter
clockwise rotation is adjacent to the wall and spans almost 
the entire half-channel. A second, weaker cell with clockwise 

rotation is downstream of the primary cell, adjacent to the cen-
terline of the channel. At the beginning of the pictured oscilla
tion, t = 4.20 seconds ( T = 460.0) and the dominant cell is 
fairly symmetric. At ? = 4.29 seconds ( r = 470.0), this cell 
has weakened and is elongated. The primary cell then grows 
stronger and reaches maximum strength at t = 4.47 seconds ( r 
= 470.0). From this point until the end of the period at f = 
4.54 seconds ( r = 497.5), the cell weakens until it is identical 
to the condition at the beginning of the period. During the same 
period, the weaker secondary cell has moved downstream and 
out of the computational domain and has been replaced by 
another small cell. Figure 3(b) is a plot of streamlines at f = 
0.39 seconds ( r = 42.5), before the steady-periodic solution is 
revealed. Figure 3(c) is the "steady-state" solution reported 
by Yamamoto and Velkoff (1981). Comparison of Figs. 3(b) 
and 3(c) reveals that the prior solution was apparently termi
nated in the transient phase of the flow and did not capture the 
true periodic behavior. 

An example of a periodic flow in which two nearly equal 
strength counter-rotating cells coexist is shown in Fig. 4 for Vo 
= 15 kV and U = 0.08 m/s (Re = 300 and A'EHD = 19.3). The 
figure shows one complete period of the flow, from t = 3.65 
seconds ( r = 400.0) to t = 4.45 seconds ( r = 487.5). Both 
cells span nearly the channel half-width. The counterclockwise 
cell is upstream of the wire and the clockwise cell is centered 
at a point just downstream of the wire. During the period, the 
clockwise (upstream) cell starts out relatively weak, grows in 
strength until t = 4.10 ( r = 450.0) and then recedes to its 
original strength at t = 4.45 (T = 487.5). The clockwise cell 
follows exactly the opposite pattern and is strongest at the begin
ning and end of the period. 

To further illustrate the oscillatory nature of the flow, varia
tions in the maximum and minimum values of the stream func
tion are plotted as a function of time in Fig. 5. These solutions 

(a) 

(b) 

(c) 

Fig. 3 Variation of flow streamlines with time for l/o = 15 kV and U = 
0.15 m/s (Re = 600 and NEHD = 4.8), (a) present results after becoming 
steady-periodic, (b) present results during transient phase, (c) result of 
Yamamoto and Velkoff (1981). Dimenslonless time is in parenthesis. 
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Time 

3.65 Sec 
(400.0) 

3.76 Sec 
(412.5) 

3.88 Sec 
(425.0) 

3.99 Sec 
(437.5) 

4.10 Sec 
(450.0) 

4.22 Sec 
(462.5) 

4.33 Sec 
(475.0) 

4.45 Sec 
(487.5) 

Fig. 4 Variation of flow streamlines with time for l/g = 15 kV and U = 0.08 m/s (Re = 300 
and NEHD = 19.2). Dimenslonless time is in parentliesis. 

are for Vo = 15 kV and 0 < Re < 2400 (oo > NJ^HD & 0.77). 
Note that in these plots, changes in flow are due only to changes 
in inlet flow speed and not electrical conditions. Thus, changes 
in A'EHD are due to changes in U. The maximum value of the 
stream function represents the strength of the counterclockwise 
recirculating cell. The minimum stream function corresponds 
to the clockwise cell. In the absence of a forced flow, a steady-
state solution, as shown in Fig. 5(a) , is always found. The 
EHD flow in this case is a pair of symmetrical, counter-rotating 
vortices, one upstream of the wire and one downstream of the 
wire. As soon as an inlet flow is introduced, the EHD flow may 
oscillate. Examples of oscillatory flow are shown in Figs. 5{b) 
through 5(g) . In Figs. 5{b) through 5(d) , where Re ^ 300 
and the A'EHD ^ 19, the flow is characterized by two cells oscil
lating at / = 1 Hz. At higher Reynolds numbers (and lower 
values of NEHD), the flow field is characterized by a single 
counter-clockwise vortex with / = 1.2 to 4.3 Hz, as shown in 
Figs. 5(e) through 5(g) . The absence of the second vortex 
causes the minimum value of the streamfunction to remain at 
a steady value in Figs. 5 ( / ) and 5(g). At Re > 1500 (Figs. 
5(h) and 5 ( 0 ) , the flow is steady with a single small circulation 
cell. The flow field at Re = 2400 is also shown in Fig. 2. 

Figure 6 shows the oscillatory flow frequency as a function 
of A'EHD for all computed conditions. In this plot, changes in 
ÂEHD are due to changes in both inlet gas speed and applied 
voltage. All EHD flows are steady ( / = 0) for Â EHD < 0.8. At 
A'EHD = 0.8, the inertial and electrical forces are nearly balanced 
and oscillatory behavior begins with a single circulating cell at 
/ = 4.3 Hz. As Â EHD is increased further, the oscillations de
crease in frequency. At NEHD =« 7.5, oscillatory flow changes 

from a single cell to a double cell pattern. Unfortunately, flow 
oscillations are not completely characterized by A'EHD • Four con
ditions at y = 10 kV and V = 12.5 kV show no oscillatory 
behavior between Â EHD = 5 and Â EHD = 90. All four of these 
flows are characterized by two strong circulatory cells. The 
double cell structure of the flows is consistent with the oscilla
tory flows in the same range of Â EHD • 

The distinction between the one and two cell oscillatory flows 
is made clear in the plot of dimenslonless frequency as a func
tion of NEHD shown in Fig. 7. Dimenslonless frequency ( / ) 
equals fd/U. In the single cell osciflatory flows,/ can be ex
pressed as 

/ = 0 . 6 0 + 0.70[log (iVEHD)], (17) 

with correlation coefficient 0.933. The two cell flows occur 
from A'EHD '̂ ^ 4 to Â EHD >= 300. In this case, oscillating frequency 
is given by 

/ = - 0 . 4 9 + 1.15[log(A?EHD)], (18) 

with correlation coefficient 0.991. Obviously, the four steady 
flows in this regime are not characterized by this expression. 

Figure 8 shows the regimes of oscillatory behavior as a func
tion of Re and A'EHD- The open symbols denote steady flows. 
Solid symbols indicate oscillatory flows with two cells. Solid 
symbols with a center cross represent single cell oscillations. It 
is evident that the oscillatory behavior is not a simple function 
of either Re or Â EHD • The four cases for which there are steady 
conditions at relatively high WEHD have the lowest applied 
voltages. It is not clear why at V̂EHD > 1, some flows oscillate 
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Fig. 6 Osciliatory flow frequency as a function of A/EHD number 

while others do not. It is unUkely that viscous forces have much 
effect on the flow since the lowest Reynolds number considered 
is 75. 

Conclusions 
Extension of earlier numerical work by Yamamoto and Vel-

koff (1981) shows that secondary flows in a positive corona, 
wire-plate precipitator are frequently steady-periodic. Oscilla
tions of 4.3 Hz or less can occur for Reynolds numbers between 
75 and 1800 and for electric numbers (A^EHD) between 0.8 and 
480. Two regimes of oscillation are observed. For 0.8 s N^^o 
< 7.5, oscillatory flows are characterized by a single eddy that 
appears opposite the wire and oscillates from 1.2 to 4.3 Hz. 
The second regime, 7.5 a NEHD ^ 480, is characterized by 
counter rotating eddies that oscillate at 0.6 to 1.6 Hz. Steady 
flows also occur in this A'̂ EHD range. Steady flows consistently 
occur for A'EHD < 0.8 and Â EHD = •» (Re = 0). Work is in 
progress to extend the range of flow and electrical parameters 
considered. 
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ŷ  ^ 

"1—i-crrTTT] 1—1 1 1 i i i r 

w 

f 

/ : 

M - .0.49 + 1.H'1OJ(NEHD)' 

A . . ^ " " I 

0.01 0.10 1.00 10.00 100.00 1000.00 

N 

Fig. 7 Dimensioniess osciiiatory flow frequency as a function of ATEHD 
number 
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Preliminary investigation of ttie 
Use of Air Injection to Mitigate 
Cavitation Erosion 
This project was initiated as part of a new research and development focus to improve 
hydropower generation. One aspect of the problem is severe cavitation erosion which 
is experienced when hydroturbines are operated at best power or in spinning reserve. 
Air injection has been used successfully to minimize or eliminate cavitation erosion 
in other applications. Thus, an investigation was initiated to determine whether or 
not air injection would be an effective solution for turbine erosion problems. A 
specially instrumented hydrofoil of elliptic planform and a NACA 0015 cross section 
was tested at flow velocities up to 20 m s^', at various values of cavitation index. 
Although pit sizes were measured on a soft aluminum insert, pitting rate was not 
measured directly but was inferred from direct measurement of impulsive pressures 
on the surface of the hydrofoil and by monitoring accelerometers mounted at the 
base of the hydrofoil. Cavitation noise was also measured by a hydrophone positioned 
in the water tunnel test section. Air was injected through small holes in the leading 
edge of the foil. Air injection was found to be very effective in minimizing erosion 
as inferred from all three cavitation erosion detection techniques. 

Introduction 
This study is the first phase of a research and development 

effort to improve hydropower generation within the Pacific Gas 
and Electric System. Severe erosion has been experienced in 
the turbine in the Kerckhoff 2 powerhouse. This unit is operated 
for a considerable amount of time in spinning reserve as well 
as being operated at power settings above the best efficiency 
point. Leading edge erosion on the runner as well as erosion at 
the discharge end of the runner has been experienced. This 
erosion occurs in spite of the fact that the plant setting is ade
quate according to US Bureau of Reclamation field experience 
(c.f. Arndt, 1990). However, this is not unusual for a turbine 
in this specific speed range. In addition, Arndt et al. (1989) have 
already found that operating a turbine off peak significantly 
aggravates the erosion problem. 

Two techniques for minimizing cavitation erosion are being 
studied. Since the unit is operating in spinning reserve as well 
as best power, a cavitation monitoring system was considered. 
By using a cavitation monitoring system, operational data nec
essary for achieving a trade-off between the extra revenue from 
operation at power settings above the best efficiency point and 
the extra costs associated with excessive erosion can be ob
tained. 

A cavitation acoustic emission test was performed prior to 
this study by Shanahan and Abbot (1993) using a cavitation 
monitoring system developed by Abbot (1989) and Abbot et 
al. (1991). The results show that operation at maximum power, 
rather than the best efficiency point, increases erosion rate by 
a factor of 20 as inferred by acoustic emissions. Severe cavita
tion is also encountered when operating in spinning reserve. As 
part of the water tunnel studies reported herein, this system was 
evaluated under laboratory conditions. Details are presented in 
Abbot etal. (1993). 

In addition to cavitation monitoring, air injection is being 
considered as a solution to the erosion problem. The efficacy 
of artificially protecting hydraulic machinery against cavitation 

damage by injecting small amounts of air into the cavitating 
region has long been recognized and demonstrated (Huse, 
1976). The origin of using this technique for mitigation of 
cavitation damage in hydrodynamic applications is not known. 
However, it is not unlikely that the idea followed from observa
tions of reduced cavitation damage in large turbines during 
seasons when the air content of the reservoir water was high. 

The success of this technique in full scale installations is 
evident from the studies of Okamoto et al. (1975) and Narita 
et al. (1977). This method of mitigating cavitation erosion has 
been subsequently applied to conventional (nonducted) propel
lers. Air injection at high head spillways has become common 
practice and many older spillways are presently being retro
fitted with air injection systems. The exact mechanism for atten
uation is not understood. Thus, the efficacy of air injection for 
eliminating leading edge cavitation erosion in hydraulic turbines 
is unknown. The present research is directed towards determin
ing whether or not air injection is an appropriate solution for 
the problem at hand. 

Previous Studies 

Bubble Dynamics. Arndt (1981a) provides a summary of 
noise and erosion studies. At the heart of the problem is the 
impulsive pressures created by collapsing bubbles (Rayleigh, 
1917). Recent numerical techniques permit detailed examina
tion of the collapse of individual bubbles (Blake and Gibson, 
1987; Zhang et al., 1992). This work is complemented by exper
imental studies (Tomita and Shima, 1986; Vogel et al., 1989; 
van der Meulen and van Renesse, 1993). All of these studies 
indicate that the final stages of collapse of an individual bubble 
results in the formation of a microjet which can be highly ero
sive. Estimates of collapse pressures using the water hammer 
model, 

p, = pc„Uj (1) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING, Manuscript received by the Fluids Engineering Division 
April 11, 1994; revised manuscript received April 17, 1995. Associate Technical 
Editor: O. C. Jones. 

indicate that pressures in excess of 1500 atmospheres are possi
ble. However, Tomita and Shima (1986) suggest that several 
related mechanisms may be involved. The modes of bubble 
collapse are dependent on the proximity to a boundary. At the 
first collapse of a bubble positioned very close to or attached 
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to a boundary the following occur: 1) a pressure pulse due to 
bubble collapse, 2) the impact pressure from a liquid jet formed 
within the original bubble, 3) impulsive pressures caused by 
the collapse of many tiny bubbles resulting from the interaction 
of the outward radial flow following liquid jet impact and the 
contracting bubble surface and, 4) the impact pressure from a 
shock wave radiated from the torus like original bubble at its 
rebound. Very high local pressures may result from the interac
tion of the micro bubbles in (3) and the shock wave in (4) . 
Vogel et al. (1989) found that the resulting pressure pulses can 
be of very short duration ranging between 10 and 40 ns. Since 
these pulse durations are much smaller than the rise time of 
typical pressure sensing devices, significant measurement errors 
can occur. They suggest that the peak amplitude of an exponen
tial pulse is too low by a factor of 

(2) 
T„ln2 

where r is the pulse time which is much shorter than the rise 
time Ta of the pressure transducer. For typical transducer rise 
times, this factor can be of the order of 0.01 to 0.05 which 
explains the unreasonably low values of collapse pressure mea
sured in most experiments. Vogel et al. (1989) measured col
lapse pressure by measuring the change in refractive index of 
the liquid using a laser. Their measurements indicate that pres
sures as high as 60 Kbar can result from spherical collapse of 
bubbles. 

In practical problems, the collective collapse of a cloud of 
bubbles is an important mechanism. Hansson and M0rch (1980) 
suggested an energy-transfer model of concerted collapse of 
clusters of cavities. Because of mathematical difficulties this 
problem has not been studied in detail until recently (Chahine 
et al., 1992). Earlier work (van Wijngaarden, 1964) had already 
indicated the damage potential of a collapsing cloud of bubbles. 
Recent work supports this contention. Another important feature 
of cloud physics is that the characteristic oscillation frequencies 
are in the tens of Hertz range. This has important implications 
for the acoustic monitoring technique used in this study. 

This earlier research also provides a clue for understanding 
the effects of air injection. Presumably additional air bubbles 
tend to cushion the collapse of vapor filled bubbles. The work 
of Morch and his co-workers (Morch, 1980 and 1982; Hansson 
and Morch, 1980; Hansson et al., 1982) suggests that the col
lapse of a cavitation cloud involves the inward propagation of 
a shock wave. The geometric focusing of this shock in the 
center of the cloud enhances the damage potential. This idea 
has been recently confirmed by Wang and Brennen (1994). 
The presence of air bubbles will act to significantly reduce the 
wave propagation speed (van Wijngaarden, 1972) and attenuate 
this focusing effect. 

Cavitation Erosion. Most of the previous research has 
been directed toward the mechanics of bubble collapse and the 
associated impulsive pressures as well as a quantification of 
those material properties that are of importance in resistance to 
cavitation. Little has been done to correlate cavitation erosion 

with the properties of a given flow field. However, it is im
portant to have in mind that cavitation erosion will scale with 
a high power of velocity at a given cavitation number and that 
cavitation erosion does not necessarily increase with a decrease 
in the cavitation index. Stinebring et al. (1977) observed that 
the cavitation pitting rate at constant a scales with the sixth 
power of velocity and is measurably reduced with an increased 
concentration of dissolved gas in the liquid. It is important to 
note that the pitting rate is not equivalent to the measured weight 
loss observed in a specially designed erosion test apparatus. In 
fact, Stinebring et al. have shown that the rate of energy ab
sorbed per unit area is proportional to the eleventh power of 
velocity in the initial stages of pitting. This result has implica
tions for the results in the present study. Since the velocity in 
a turbine passage is proportional to the square root of head, the 
magnitude of the erosion problem is expected to be more severe 
in high-head installations. 

In many cases cavitation erosion can be traced to the region 
at the trailing edge of an attached cavity. The number of bubbles 
that collapse in this region in a given period of time will be a 
function of the cavity geometry, which in turn is a function of 
the cavitation index. 

Advanced stages of cavitation erosion can be simulated in 
the laboratory by a variety of different devices. The most com
mon is the ASTM vibratory apparatus. In order to relate acceler
ated erosion tests to field applications, Thiruvengadam (1971) 
suggested that the erosive intensity of a given flow field can be 
quantified in terms of the product of the depth of penetration 
per unit time and the strength of the material being eroded. The 
intensity is a function of a given flow field. The rate of penetra
tion can be calculated from the weight loss per unit time and the 
surface area of the eroded material. Many different definitions of 
material strength have been tried. The most used value appears 
to be ultimate strength, which is basically a weighted value of 
the area under a stress-strain curve (Amdt, 1990). Thiruvenga
dam was also able to show that although various materials 
have different rates of weight loss when subjected to the same 
cavitating flow and that the rate of weight loss varies with time, 
a normalized erosion rate versus time characteristic is similar 
for a wide range of materials. Thus, Thiruvengadam's simplified 
theory allows for rapid determination of intensity for a given 
flow by measuring the depth of penetration per unit time for a 
soft material. The service life for a harder material can then be 
predicted from the ratio of the strengths of the hard and soft 
material. A long term objective of the work in progress is to 
relate pitting rate observed in hydrofoil experiments to pitting 
rate and subsequent weight loss observed in the ASTM vibratory 
apparatus. 

Water Tunnel Simulations. Recently many researchers 
have recognized that the basic physics of erosion in a turbine 
can be simulated by experiments with partially cavitating hydro
foils in a water tunnel (Avellan et al , 1991; Abbot et al., 1993; 
Le et al., 1993a, 1993b). These studies indicate that maximum 
erosion occurs in a region of cloud cavitation at the traiUng 
edge of a cavity. The cavitation cloud contains complex vortical 

N o m e n c l a t u r e 

a = acceleration 
c = chord length 
Co = speed of sound 
dp •= pit diameter 
/ = frequency, Hz 
F = force. A' 
Fo = impulsive force amplitude, Â  
Lc = cavity length 

m = pressure correction factor 
M^ = transfer function 

N = rate of events 
p = pressure. Pa 

Pa = freestream absolute pressure. Pa 
Pc = collapse pressure 
p,„ = impulsive pressure amplitude 
Py = vapor pressure 
q = air injection rate 

Uo = freestream flow velocity, m s ' 
Ui = jet velocity, m s "' 
V = volts 
a = angle of attack 
/3 = void fraction 
p = fluid density. Kg m~^ 
a = cavitation index = (p„ - p«)/jpU^ 
T = pulse duration, s 

Ta = transducer rise time, s 
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Fig. 1 Details of the hydrofoil with an NACA 0015 cross section 

structures which are highly erosive. Several investigators have 
noted that the erosion process is modulated at a frequency which 
depends on the cavity length, i.e.,/L<,/f/o ~ 0.3. This modula
tion is easily detected by the methods used in this study. 

Kato et al. (1989) performed a series of tests using two 
different sized foils having a NACA-0015 cross section. Using 
soft indium inserts mounted on the suction side of the hydrofoil, 
they were able to quantify the erosion rate using the pit counting 
technique. They also found that they could simulate either bub
ble cavitation or sheet cavitation by simply changing the angle 
of attack. The so-called ductile probe technique was developed 
by Hackworth and Arndt (1974) for application to measuring 
cavitation erosion on full scale ship propellers (Hackworth, 
1979). A comparison between weight loss and pit counting 
techniques was studied by Stinebring et al. (1977). Simoneau 
et al. (1989) have also used hydrofoil tests to develop a unique 
electrochemical technique for monitoring cavitation erosion. 
This technique is suitable for monitoring erosion in both turbine 
models and full scale turbines. This work was extended by 
Bourdon et al. (1989) who demonstrated through laboratory 
tests and field experience that hydrofoil cavitation provides a 
good simulation of hydroturbine cavitation. They used both the 
electrochemical detection method and the vibratory monitoring 
technique originally developed by Abbot (1989) and Abbot et 
al. (1991). Thus, there is ample evidence that cavitation erosion 
in hydroturbines can be simulated using cavitation hydrofoil 
tests in a water tunnel. 

Experimental Methods 
Two experimental facilities were used in this study: the St. 

Anthony Falls Hydraulic Laboratory (SAFHL) high speed wa
ter tunnel and an ASTM vibratory apparatus. Since there is 
available a great deal of weight loss data obtained using the 
ASTM vibratory apparatus, it is desirable to relate erosion inten
sity measured in water tunnel tests to weight loss measured 
using the vibratory apparatus (described in Paul, 1994). As a 
first step towards this goal, this apparatus was used for the 
development of the piezoelectric film transducers, described 
below. The SAFHL high speed water tunnel (described in Arndt 
et al., 1991) has several unique features, including the ability 
to remove as much as 4% by volume of injected air. The test 
section is separated into two parts by a thin plexiglass sheet. 
The lower section is 190 mm square and 1250 mm in length 
and handles flows up to 30 m s^' in velocity. The upper tank 
contains stagnant water in which an array of hydrophones is 
mounted. This barrier between the flow and the hydrophones is 
approximately acoustically transparent. 

The hydrofoil designed for this project is similar in overall 
configuration to hydrofoils being used for other cavitation stud
ies (Maines and Arndt, 1993). It has an elliptic planform with 
a straight leading edge and a NACA-0015 cross section (Fig. 
1). It is mounted in the test section on a circular plug allowing 

for a setting at any desired angle of attack. The overaU dimen
sions are 95 mm half span and 81 mm chord. This gives an 
aspect ratio of 3. 

The foil is fitted with interchangeable leading edges, one of 
which has 5 holes at the leading edge of 0.5 mm diameter 
spaced 5 mm apart. These holes are connected via internal 
ports to an air supply system. Interchangeable inserts are also 
provided at mid-span. One type of insert is machined of com
mercially pure aluminum for pitting studies while another is an 
instrumented insert machined out of PVC plastic. 

The basic instrumentation used in this study consisted of 
hydrophones, accelerometers, flush mounted piezoelectric trans
ducers, and video recording. Two hydrophones were mounted 
in the water tank above the test section. The acoustic path 
between the foil and the hydrophones was one of constant 
acoustic impedance. Two accelerometers were attached to the 
outside of the hydrofoil base, one to a bolt threaded into the 
foil itself, one to a lexan plug on which the foil was mounted. 
An array of 14 flush-mounted piezoelectric pressure transducers 
was incorporated into a removable section of the suction side 
of the foil (Fig. 1). 

These custom made transducers, 6.4 mm in diameter and 150 
/j,m thick, were adhered to the surface of the insert. All but the 
tip and near-base region of the foil was covered with a 150 fxm 
thick adhesive tape which served both to protect and waterproof 
the transducers and smooth the joints in the surface of the foil. 
A video camera recorded the tests through a lexan window in 
the test section. 

The transducers were manufactured from piezoelectric film. 
PVDF film is considered to be specially suitable for recording 
the impulse pressures due to the cavitation events on the hydro
foil (Paul et al., 1994). However, recent estimates of response 
time requirements indicate that, in spite of the very favorable 
response time of the film, obtaining an accurate description of 
cavitation impulses is a formidable task (Vogel et al., 1989). 

Calibration of the piezoelectric transducers was accomplished 
using a dropping ball technique. Details are given in Paul 
(1994). Using plastic deformation theory, the sensitivity of the 
film was calculated to be 2.4 X 10^ Pa per Volt. This compares 
well with the technical specification of the film of 1.05 X 10' 
Pa per Volt. 

The reduction in sensitivity is attributed to the particular 
method of mounting and coating with protective film. It is im
portant to note that this calibration refers to a uniform pressure 
over the entire sensitive area. In situations where the excited 
area is smaller than the active area of the transducer, an im
portant correction is necessary. The correction involves the area 
ratio. For the 6.4 mm diameter probes used in this study with 
an excitation area corresponding to a 10 fim pit, this correction 
is a factor of 4.10 X 10 ' ! This may be one of the reasons for 
the unreasonably low values of impact pressures reported in 
earlier cavitation studies. Actual values of pressure should be 
considered to be qualitative at best. The aim of this work is to 
compare relative values of pressure amplitude with and without 
air injection. 

In initial testing of the piezoelectric transducers, the film was 
mounted on a PVC button which formed the stationary speci
men in the ASTM vibratory cavitation setup. At a standoff 
distance of 1.5 mm from the horn tip vibrating at 20 KHz with 
a 50 lira peak-to-peak amplitude, an output signal in the range 
of 3 to 4 Volts could be obtained. The excellent response of 
the film and the very clean signal made amplification and noise 
filtering unnecessary. 

A Lecroy Model 8210 digital data acquisition system was 
used for data collection and analysis. The digitized pressure 
data had a resolution of 9.77 mV which was more than adequate 
for analysis of the pressure data. 

After a preliminary series of tests with the hydrofoil, it was 
decided to make all comparisons at an angle of attack of 8°. At 
this incidence, a well developed sheet with cloud cavitation at 
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Fig. 2 Measured pressure spectra beneath the horn in the ASTM vibra
tory apparatus 
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Fig. 3 Cavitation noise spectra measured at Uo "= 20 m s~ 

the trailing edge of the sheet occurs over a range of cavitation 
number, a. Between u = 1.0 and 0.6, bubble collapse occurs 
on the hydrofoil. Below a = 0.6, the sheet extends beyond the 
trailing edge of the hydrofoil. 

Results and Discussion 

Preliminary Tests 

Cavitation Inception. Preliminary to selecting the condi
tions for carrying out a comparative study of cavitation erosion 
with and without air in the water tunnel, the hydrofoil was 
tested over a range of velocity and angle of attack. Cavitation 
data were compared with expected values. The calculations are 
based on two dimensional flow analysis using classical lifting 
line theory to compute the lift coefficient. Reasonable agreement 
between theory and experiment was found. Perfect agreement 
was not expected because the fit of various components was 
not perfect. 

ASTM Vibratory Apparatus Tests. Several different types 
of tests were carried out with the vibratory apparatus in the 
course of developing the PVDF transducers. As previously 
noted, this apparatus is a convenient test bed for transducer 
development, but these tests are also the first step towards 
achieving a comparison between measured weight loss in this 
apparatus, measured pitting rate and impulsive pressures in hy
drofoil tests and vibration and acoustic measurements in full 
scale hydroturbines. 

Figure 2 shows the power spectra measured beneath the vi
brating horn with 6.35 mm diameter transducers at a stand-off 
distance of 1.54 mm. Channel 4 is from a transducer positioned 
at centerline of the horn. Channels 1,2, and 3 are from transduc
ers each positioned at a distance of 7.94 mm from the centerline 
and angles of 0, 90, and 180 deg. A common ground was 
positioned at 270°. A strong peak is noted at a vibration fre
quency of 20 KHz with another peak at the first harmonic of 
40 KHz. The signal from the centerline transducer is higher, as 
expected. 

A second test was carried out to determine the effect of 
transducer size. A circular shaped transducer was split into 3 
pie shaped pieces having included angles of 60, 120, and 180 
deg, respectively. When placed beneath the horn, the signal 
from each pie shaped transducer was essentially the same, indi
cating that effect of size was minimal. 

Cavitation Noise. Figure 3 contains a comparison of noise 
spectra collected at cr = 0.8, 0.9, and 1.0 at a velocity of 20 
rn/s in the water tunnel. The high frequency decay is 6 db/ 
octave which is typical for cavitation noise. The level of low 
frequency noise increases with decreasing a, but the high fre

quency noise appears to be independent of a. It was also noted 
that the scaling of cavitation noise with velocity did not agree 
with the pressure data or the accelerometer data. Presumably 
the acoustic path between the hydrofoil and the hydrophones 
was modified by cavitation. 

Pressure Pulse Height Spectra. Since it was expected that 
the pressure signal would be dominated by pressure impulses 
of high amplitude due to cavitation, pulse height spectra were 
compared at different velocities. A typical comparison is shown 
in Fig. 4. The pulse height spectra were computed in terms of 
the number of pulses per unit time that was recorded within a 
class interval of 9.77 mV. Only positive voltage pulses were 
recorded. 

Scaling of pressure amplitude with velocity depends on the 
frequency of occurrence, as expected. Pulses with a high fre
quency of occurrence correspond to turbulent pressure fluctua
tions which scale like Ul. High amphtude, low frequency of 
occurrence pulses scale with a much higher power of velocity. 
Presumably high amplitude pulses are due to cavitation events. 

Unfortunately, the measurement technique was not able to 
accurately resolve the amplitude of cavitation implosions. How
ever, measurements of mean square pressure and pulse height 
spectra are consistent. The mean square pressure for a series of 
pulses of amplitude p,„ and duration r is given by 

p' = Nplr (4) 

Typical values for N and r at a velocity of 17.5 m s"' are 
195 s~' and 5.3 iis, respectively. A measured peak voltage of 
0.088 V is in agreement with a measured value of the mean 
square voltage of 8 X 10"'' V ^ using this equation. This appears 
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Fig. 4 Comparison of pressure puise height spectra at different veloci
ties. The measurement error is within 1 percent 
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Signal Intensity (10-30kHz Bandwidth) vs. Air Injection Rate 
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0,000 0.001 0.002 0.003 0.004 FiQ-6 Photograph of sheet cavitation In the water tunnel (see Fig. 1 for 
orientation) at o- = 0.9 and Uo = 17.5 m s ' . Superimposed on the plot 

q/U,c are isobars of mean square pressure fluctuations In the 10-30 kHz band
width. The numbers represent the amplitude relative to a measured mini
mum value in the region. Fig. 5 Comparison of normalized signal intensity versus normalized air 

flow rate at Uo = ^5m s~\ a = 0.9. The amplitude Is measured within 1 
dB and the normalized rate Is within 1.5 percent. 

to correspond to very low values of impact pressure. Using the 
measured rise time of the film, the measured sensitivity and Eq. 
(2), an estimate of 250 atmospheres was obtained, orders of 
magnitude below the expected value. However at this flow ve
locity, the pits formed due to cavitation were measured' to be 
approximately 10 yum. Using the area ratio correction discussed 
in the experimental methods section, the value of p„ is estimated 
to be 8,650 MPa for thejecorded voltage of 0.088 V. Using 
these values in Eq. (4), p^ is calculated to be 7.73 X 10'* Pa^ 
This underscores the difficulty in interpreting the transducer 
output signal as previously discussed. Although pulse height 
spectra were expected to be a good indicator of cavitation ero
sion intensity, our initial findings suggest that comparisons of 
the mean square signal in the frequency band 10 KHz to 30 
KHz offer the best indication of erosion rate. 

Effects of Air Injection. Since pitting rate with and without 
air was not measured, the effect of air injection had to be in
ferred from the change in noise, vibration, and direct measure
ment of impulse pressure on the surface of the hydrofoil. Several 
researchers have attempted to achieve a correlation between 
noise and rate of erosion without success (Kato et al., 1989; 
GueUch, 1990). A long-range objective of the research in prog
ress is to develop improved diagnostic techniques for determin
ing erosion rates in turbines. Recognizing the difficulties in
volved in measuring erosion rates in situ, it was decided to 
compare different measurements known to be qualitative indica
tors of erosion rate. This a comparison is shown in Fig. 5. In 
this figure erosion rate is considered to be proportional to either: 
1) the mean square of the hydrophone signal in the 10 KHz to 
30 KHz band, 2) the average of the three most intense mean 
square surface pressure signals in the 10 KHz to 30 KHz band, 
or 3) the mean square modulation acceleration (Abbot et al., 
1993). The mean square modulation acceleration level is ob
tained from the spectral density of the full-wave rectified accel
eration signal by integrating the spectral energy at an observed 
modulation frequency. This technique is only valid when shed
ding of the cavitation cloud occurs at a distinct frequency as 
discussed subsequently. In each case the signal is normalized 
to the signal obtained for non-cavitating conditions and maxi
mum flow rate. The air flow rate per unit width, q, in the 
normalized air flow rate, qlUaC, is obtained by dividing the 

total air flow rate supplied by the number of holes (5) and the 
spacing between holes; c refers to the chord length of 68.87 
mm at the position of the center air injection port. 

A comparison between normalized flow rate and effective 
void fraction can only be estimated. This estimate was made 
assuming that diffusion of all the injected air occurs within the 
cavitation cloud that is oscillating at the modulation frequency. 
By equating the flow rate, q, to the product of void fraction, /3, 
the measured modulation frequency, / , and the volume of the 
cloud per unit span, a relationship between normalized flow 
rate and /? can be obtained if an assumption for the dimensions 
of the cloud is made. This calculation indicated that the void 
fraction was approximately 50 q/UoC, for an assumed cloud 
volume per unit span of 0.1 c^. 

The favorable influence of air injection is clearly evident. All 
three indicators of erosion are already markedly reduced at a 
normalized air injection rate of 0.0004. This corresponds to an 
equivalent void fraction of about 0.02. The calculations of van 
Wijngaarden (1972) indicate that the speed of sound in a mix
ture of air and water can be substantially reduced at this value 
of void fraction, implying a very favorable cushioning effect. 
However, the actual mechanism for attenuation of sound, accel
eration and surface pressure remains unknown. 

It is important to note that the acceleration modulation analy
sis appears to be much more sensitive to air injection, possibly 

' This was done using the aluminum insert in place of the instrumented foil on 
the hydrofoil. Cavitation number and flow velocity was identical to that when 
using the instrumented insert. 

Fig. 7 This Is the same situation as in Fig. 6 except for an air injection 
rate, q/UoC of 8.3 x 10"". Note the dramatic reduction in pressure inten
sity over the entire surface of the foil (by a factor of 10). 

502 / Vol. 117, SEPTEMBER 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



implying that it is also a better indicator of changes in erosive 
intensity. However, this conclusion must be made with caution 
since the air injection could modify the transfer function be
tween the pitting rate and the acceleration. Further discussion 
of this technique is found in a companion paper (Abbot et al., 
1993). Although the modulation method appears to be the most 
sensitive technique, the effects of air on the pressure pulses are 
also evident. This is illustrated in Figs. 6 and 7. These are 
photographs of the sheet cavitation without and with a relative 
amount air injection of 1.95 X 10 "^ Superimposed on the 
photographs are contours of the mean square pressure fluctua
tions in the 10-30 kHz bandwidth relative to a minimum value 
measured by the piezoelectric transducer array described above. 
The favorable influence of air injection over the entire surface 
of the foil is evident. 

Modulation Frequency. As discussed in Abbot et al. 
(1993), there is evidence that erosion intensity is most severe 
under conditions where a cavitating cloud is modulated. 
Whether this modulation is a function of the sheet characteris
tics, the cloud dimensions and void fraction, or a combination 
of both is not clear at this point. 

If one assumes that a sheet has a cyclical life time that scales 
with the time required for a re-entrant jet travelling forward at 
a speed of f/o(l + f ) " ^ to pinch off the cavity (Stinebring et 
al., 1980), it follows that 

(5) 

where C can be shown to be theoretically equal to 0.25.^ 
Since Lc varies strongly with a, most of the observed variation 

in modulation frequency with a is removed by using Lc as the 
characteristic length scale. This is shown in Fig. 8 where Eq. 
(5) is compared with data from this study (labeled NACA 
0015) and data obtained with a 2D foil in another water tunnel 
pubUshed by Abbot et al. (1993). The frequency of oscillation 
is obtained from the modulation analysis and agreed almost 
perfectly with cavity oscillation frequency data obtained visu
ally using a stroboscope. 

Comparison of Modulation Analysis and Measurement of 
Mean Square Pressure. Abbot et al. (1993) have found very 
good correlation between hydrofoil erosion rate measurements 
and the mean square acceleration level. They also found that 
their mean square acceleration levels had a velocity exponent 
as high as 11. On the other hand, measured mean square pres
sure data scaled with velocity to a lower exponent. One possibil
ity for this discrepancy is offered here. 

Assuming that each pit formed on the surface of the hydrofoil 
corresponds to an impulsive force of amplitude FQ and duration 
T, the mean square force F^ is then 

F ' = NFlr (6) 

where N is the number of pits per unit time. Mean square 
acceleration a^, and F^ are related by a transfer function 

F^ = MV (7) 

Assuming that FQ is proportional to peak pressure, p„, and pit 
diameter, d,, 

(8) 

then 

Noting that 

a^ 

F o -

F^ 

' Pmdl 
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Fig. 8 Cavity oscillation frequency over a range of cavitation number. 
The NACA 0015 data were measured within 5 percent. 

we obtain 

Nplr = p^ 

'P'dt 

(10) 

(11) 

' Unpublished work of the first author. 

Using our measured values, p^ ~ Ut, a^ ~ t/", in Equ. 10 it 
is found that dp ~ f/J" which is fairly consistent with previously 
reported results for pit volume, dl ~ Uo or dp ~ Uo^^. These 
results are very tentative and warrant further study. 

Uncertainty Estimates 
Measurements of velocity, static pressure, air flow rate and 

frequency are all within one percent. The measurement of accel
eration and acoustic pressure are considered to be within 1 db. 
During a careful calibration of all the pressure transducers, a 
confidence interval estimation of 99 percent was measured for 
the correlation between the peak amplitude of the output signal 
in volts and the impulse imparted to the film with a dropping 
ball. However, as discussed in the text, measurements of peak 
pressure and pulse height spectra are unreliable. Measurements 
of mean square pressure may be considered reliable within 10 
percent. 

Conclusions 
This study and previous work by others indicate that water 

tunnel tests are an effective method for isolating the essential 
flow physics that contribute to cavitation erosion in hydrotur-
bines. The hydrodynamic conditions for the water tunnel 
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Particle Size and Velocity 
Discrimination in a Sediment-
Laden Turbulent Flow Using 
Phase Doppler Anemometry 
A series of experiments were performed in a mixing box in order: (1) to investigate 
the applicability of phase Doppler anemometry (PDA) to discriminate fluid and 
sediment particle sizes and velocities in sediment-laden turbulent flows; and (2) to 
relate the size and amount of sediment in suspension to the grid-generated turbulence. 
Natural impurities within the water provide excellent ' 'seeding'' to represent the 
fluid and can be easily discriminated from spherical glass beads (75-355 ^im) used 
as sediment. Slight asphericity in the glass beads results in larger grain size ranges 
determined by PDA compared to the nominal sieved sizes. The mean, root-mean-
square and skewness of the vertical fluid velocities increase at higher grid oscillation 
frequencies but decrease with distance from the grid. Similarly, the size and amount 
of suspended sediment increase with grid oscillation frequency and decrease with 
distance from the grid. The suspension of sediment is shown to be dependent on the 
magnitude and anisotropy of the fluctuating vertical component of velocity. Phase 
Doppler anemometry offers a unique methodology to investigate the complex links 
between the transport of sediment and the turbulent flow field. 

1 Introduction 

The interactions between fluid turbulence, sediment transport, 
and bed configuration in sediment-laden flows are of widespread 
interest to engineers, sedimentologists, and fluid dynamicists. 
Such information is a prerequisite to develop and test theories 
for sediment entrainment and bedload transport, to delineate the 
mechanisms for the suspension of sediment, and to formulate 
theories concerning the generation, growth, and stability of bed-
forms in mobile beds. Simultaneous measurement of turbulent 
fluid and particle velocities, grain size, and sediment concentra
tion has become possible using phase Doppler anemometry 
(PDA). PDA, an extension of laser Doppler anemometry 
(LDA), can determine not only the Doppler shift frequency of 
light refracted by a particle within the flow (hence its velocity) 
but also the phase shift as observed at three different receiving 
locations which can be utilized to derive the diameter of the 
scattering particle (see Bachalo and Houser, 1984; Saffman et 
al., 1984; Buchhave, 1987; Bachalo, 1994). While some studies 
have employed PDA for size determination of fuel droplets 
in engine injection systems (e.g., Bachalo and Houser, 1984; 
Saffman et al., 1988), dust in aerodynamic jets (e.g., Hardalu-
pas et al., 1988), cavitation nuclei (e.g., Tanger and Weitendorf, 
1992) and the dispersion of fine particles (<50 /um) in jets 
and wakes of cylinders (see review in Bachalo, 1994), little 
information has yet been provided on the discrimination of 
particle size and velocity of the fluid and the sediment in sedi
ment-laden turbulent flows with relatively large sediment parti
cles (>100 jjm). Recently, Cioffi and Gallerano (1991) simul
taneously measured the size and downstream velocity compo
nent of sediment particles (glass beads, 150-250 jim in size) 
in a laboratory channel using a PDA system, also computing 
at-a-point suspended sediment concentrations. Their results 
agree well with theoretical distributions of velocity and sedi-
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ment concentration in turbulent boundary layers. However, 
Cioffi and Gallerano did not use the observed size and velocity 
signals to discriminate "fluid" and "sediment" particles. 

The objectives of the present study are: (1) to assess the 
performance of PDA in discriminating between fluid "seed" 
particles and sediment grains in a simple experimental configu
ration; and (2) to relate the size, concentration and dynamics 
of the suspended sediment to the turbulent flow structure. Here, 
we use PDA in conjunction with a mixing box, an apparatus 
which provides an easily controllable source of zero-mean-shear 
turbulent flow through the oscillation of a grid at the base of 
the box. Details of the technique, including particle size discrim
ination and the determination of velocity moments, are pre
sented with a discussion of the implications to sediment-laden 
geophysical flows. 

2 Experimental Equipment and Procedure 

2.1 The Mixing Box. The mixing box used in this study 
(see Fig. 1; the same box as used by Thompson and Turner, 
1975, and Huppert et al., 1993) consists of a perspex tank 
(0.254 X 0.254 X 0.45 m high) with a grid of square bars, 0.01 
m wide, 0.22 m long and spaced 0.05 m apart, located near and 
parallel to the base of the box. This grid is fixed by a central arm 
to an eccentric drive which provided an oscillation amplitude 
(perpendicular to the base of the box) of approximately 0.019 
m. The center of the grid was maintained at a constant mean 
height above the base in all experiments (~0.026 m). Grid 
oscillation frequency, w, was controlled by a voltage regulator 
and four frequencies (w = 1.1, 1.9, 2.7, and 3.4 Hz) were 
chosen so that each sediment population within a particular 
experiment remained immobile at the lowest frequency. The 
zero plane for fluid depth (used here where Y = 0) is at the 
apogee of the grid. 

The entire apparatus was mounted to a 1 m^ baseboard, which 
had a scissor jack attached at each comer. This configuration 
allowed the box and its controls to be raised and lowered with 
an accuracy of ±0.5 mm using millimeter-graduated scales fixed 
to the sides of the base, thus permitting acquisition of vertical 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 5 0 5 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Photograph of fluid movement within the mixing box as visualized 
using a vertical laser light sheet. Tracer particles of titanium dioxide-
coated mica flakes (5-70 fivn diameter) reveal large, energetic vertical 
jets at the bar intersections and turbulent eddies which extend through 
the entire flow depth. Oscillation frequency = 3.4 Hz and box width is 
0.254 m. 

velocity profiles without requiring movement of the laser optics. 
The mixing box was filled with unfiltered tap water to a depth 
of 0.25 m (an effective depth, d, of 0.2 m). 

2.2 The Discrimination of Fluid and Sediment Particle 
Sizes and Velocities Using Phase Doppler Anemometry. 
The simultaneous measurement of particle size and velocity 
was achieved using phase Doppler anemometry which extends 
the principles of LDA by detecting the phase difference of a 
Doppler burst signal as seen at three different locations in the 
receiving optics (e.g., Saffman et al., 1984; Buchhave, 1987; 
Bachalo, 1994). As a transparent particle passes through the 
measurement volume, the interference fringes are refracted by 
an amount proportional to the diameter of the grain. Three 
detectors, located at different positions within the receiving op
tics, will observe the same frequency but with a relative phase 
shift proportional to the detector spacing divided by the pro
jected fringe spacing. The separation of the projected fringes at 
a large distance from the measuring volume is proportional to 
the effective focal length of the particle, which, for a spherical 
particle, is proportional to the particle diameter. Hence the mea
sured phase shift is proportional to the particle diameter. 

Our rationale in these experiments is based on two central 
points: (1) that spherical glass beads can be used to represent 
the sediment population whilst natural impurities within the 
water represent the fluid flow; and (2) the size distributions 
of the sediment and fluid particles do not overlap, enabling 
discrimination of the size and velocity of the fluid 'seed' parti
cles and the sediment grains. 

The sediment grains used were glass beads (density, a, of 
2600 kg/m' with a refractive index of 1.5), chosen because: 
(1) their shape is close to spherical and they are of quartz 
density; (2) their transparency allows the PDA to be used in 
refraction mode; and (3) large quantities sufficient for mobile 
bed flume experiments can be purchased at moderate cost. Three 
size distributions of glass beads were used with nominal sieved 

diameters of 75-95 /xm (termed fine), 180-210 (xm (medium), 
and 300-355 fxm (coarse). The total dry mass of sediment 
(concentration) added to the box for the fine, medium, and 
coarse populations was 5 g (0.31 g/1), 40 g (2.48 g/1) and 
100 g (6.20 g/1), respectively. Each sediment population was 
initially spread evenly across the base of the box. In most experi
ments, the sediment supply available for suspension was not 
exhausted and therefore the flow could reach an equilibrium 
capacity, although no particles remained on the base of the box 
at the highest oscillation frequencies using the fine sediment. 

The PDA used in this study is a two-component DANTEC 
100 mW argon-ion, fiber-optic system operated in side-forward 
scatter mode (at 42 deg outside the tank, 30 deg in the water) 
with a DANTEC Flow Velocity Analyzer processor (correla
tion-type), 40 MHz frequency shift, and a 600 mm focal length 
lens with a beam separation distance of 0.025 m at the lens 
surface. In the processing software, the maximum phase error 
was set at 15 deg and the maximum spherical deviation was 
set at 35 percent. With this configuration, typical uncertainty 
estimates were 1 percent for the velocity measurements (with 
a resolution of 0.006 m/s) and 4 percent for the particle size 
measurements (with a resolution of 2 fxm). The laser intersec
tion volume was located within 10-15 mm from a grid bar 
intersection. At this fixed coordinate, vertical velocity profiles 
(one component only) were taken through the box to determine 
the vertical fluid and sediment velocities and suspended sedi
ment fluxes as a function of both height away from the grid 
and oscillation frequency. A 300 second sample was taken at 
heights above the grid, Y, of 5, 10, 15, 20, 25, 30, 35, 40, 45, 
50, 60, 70, 80, 100, 120, and 150 mm. Typical sampling rates 
varied from 30-1000 Hz (normally 400 Hz) depending upon 
the chosen frequency and height above the grid. At each point 
within a profile, the following moments were determined for 
both the vertical velocity of the fluid and sediment (see below): 
arithmetic particle mean velocity (V; m/s) defined as 

1 " - I v, 
n ,_, 

(1) 

where n is the total number of velocity observations made and 
Vi is the instantaneous vertical velocity (no attempt was made 
to correct for velocity bias since this only becomes significant 
at very large velocities; see Gould and Loseke, 1993); root-
mean-square of the velocity (v'; m/s) defined as 

V =J- i (V, - V)' 
n ,_, 

(2) 

and skewness of the velocity distribution {K; dimensionless) 
defined as 

(^, - V) (3) 

In addition, the at-a-point volumetric suspended sediment flux 
(^s). defined as the time-averaged volume of sediment inter
secting the measurement volume per unit cross-sectional area 
(laser intersection area perpendicular to flow, A, is 1.54 mm^) 
per unit time (mmVmm^ s) was determined (assuming spherical 
grains) using 

At~,l> \ 2 
(4) 

where m is the total number of sediment grains observed, D, is 
the grain diameter, and t is the total sample time length. It 
should be noted that sediment flux determined by the PDA 
(using Eq. (4)) is sensitive to signal validation levels and the 
optical set-up. For example, at very high sediment concentra
tions the receiving optics may be unable to detect the laser 
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beam measurement volume due to the flow turbidity, hence the 
observed concentrations would tend towards zero. As shown 
below, however, relative sediment fluxes such as those deter
mined in Eq. (4) for dilute flows can be useful for both qualita
tive and quantitative purposes. A vertical velocity profile was 
taken for each sediment population used and for each oscillation 
frequency chosen. In the present study, it is assumed that the 
turbulent motions within the mixing box quickly attained a 
steady state since no fluid density contrast was present and 
the sediment concentrations used in these experiments were 
relatively small. 

3 Results 

3.1 Fluid Motion Within tlie Mixing Box. Visualization 
of flow within the mixing box using a laser light sheet and 
highly-reflective titanium dioxide-coated mica flakes (Fig. 1) 
reveals the gross patterns of flow within the box that have been 
described in previous studies (Turner, 1968; Thompson and 
Turner, 1975; McDougall, 1979; Nokes, 1988). Fluid motion 
comprises a strong oscillatory flow near the grid bars generating 
energetic vertical jets of fluid whose centerlines pass through 
the intersection points of the grid (Fig. 1). The PDA measuring 
volume was positioned close to, but not directly above, one of 
these intersections in order to measure the turbulent vertical 
velocities and suspended sediment concentrations related to 
these upward-directed fluid motions. As these vertical jets rise 
within the flow, they interact and breakdown, giving rise to 
turbulence which is advected upwards by the jets (Thompson 
and Turner, 1975, p. 350). At a height dependent upon the grid 
oscillation frequency, the vertical jets decay and overturn to 
produce an area of downward-directed fluid, broadly located 
above the spaces between the bars. Mixing of the vertical jets 
above each grid bar intersection also gives rise to a number of 
strong and visible vortices whose axes are parallel to the grid 
bars (Fig. 1). These fluid interactions produce zero-mean-shear 
turbulence beyond a certain distance away from the grid. The 
decay of this turbulence has been the focus of several fluid 
dynamic investigations concerning turbulent diffusion and mix
ing across density interfaces (see reviews in Turner, 1986; Fer
nando, 1991). 

3.2 Size Discrimination Between Fluid and Sediment. 
In order to evaluate the range of grain sizes detected by the PDA 
for the fluid and glass beads used. Fig. 2 shows the frequency 
distributions for all PDA measured grain diameters for each 
sediment population at two different oscillation frequencies at 
a fixed height (Y = 5 mm) within the box. The majority of 
grain sizes observed within the pure fluid experiments (>90 
percent) were less than 50 //m, with 85 percent less than 30 
/Ltm. These measured grain sizes represent colloidal and natural 
particulate matter in the water. The frequency distributions for 
the fine sediment population show peaks at 50-70 /Ltm and 6 0 -
90 /Ltm for the low and high oscillation frequencies, respectively. 
At the lower frequency (1.9 Hz), the signal illustrates the equal 
detection of fluid particles and sediment grains, while at the 
higher frequency (3.4 Hz) the signal is completely dominated 
by the sediment particles in suspension. For the two other sedi
ment populations used, few sediment grain sizes are observed 
at the lower frequency whereas appropriate peaks are observed 
at 200-230 fim. for the medium sediment and at 310-340 /um 
for the coarse sediment at the higher frequency. It is apparent 
that, for a given range of grain sizes introduced into the box, 
discrimination can easily be made between the particles repre
senting the fluid (<30 /xm) and the sediment particles sus
pended in the flow. However, a larger range of grain sizes is 
observed by the PDA when compared to the sieved grain size 
range. The range of grain sizes measured by the PDA varies 
from about 25-125 fim for the fine sediment, 100-300 /xm for 
the medium sediment, and 200-400 //m for the coarse sediment. 
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Fig. 2 Grain size frequency distributions for all sediment populations at 
a height of 5 mm above the grid for oscillation frequencies of 1.9 and 
3.4 Hz. Histogram bin size = 10 jum 

Independent grain size determination of the fine sediment popu
lation using an Elzone electrical resistance particle size analyzer 
also revealed a range of sizes from 25-115 iim in agreement 
with the PDA results. Tanger and Weitendorf (1992) also ob
served a disparity between the sieved size distribution of the 
sediment and that determined by the PDA. These workers as
cribed this disparity to the presence of dirt on the spheres and 
particle asphericity. Scanning electron microscope photographs 
have confirmed similar variations in sphericity of the glass 
beads used herein, and this may also result in aberrant grain 
size determinations. 

Our justification for imposing strict grain size limits upon 
the PDA-measured experimental distributions is based on the 
fact that the "fluid" seed distributions do not overlap with the 
sieved size distributions of the sediment grains: the overlap 
region measured by the PDA may therefore be filtered from the 
signal. Proof of the validity of this approach with respect to the 
velocity statistics of the measured grain size limits is shown in 
Fig. 3. This plot shows the vertical velocity moments for the 
medium size particles (180-210 /xm) as a function of distance 
away from the grid at an oscillation frequency of 3.4 Hz but 
for differing imposed grain size limits for this one sediment 
mixture. It is unmistakable that the moments do not differ sig
nificantly with the varying grain size limits imposed. In addition, 
since data sampling rates were commonly much greater than 
400 Hz for a period of 300 seconds, the statistical implications 
of reducing the sample size by up to 50-75 percent are consid
ered negligible. Thus, in the following sections all of the parti
cles are filtered under the following inclusive constraints: 0 -
30 fim for the fluid, 75-95 /itm for the fine sediment, 180-210 
fim for the medium sediment, and 300-355 /Ltm for the coarse 
sediment. 

3.3 Defining the Zero Concentration Limit. As demon
strated above, for a specific sediment population a range of 
grain sizes are determined by PDA. Since we need to focus on 
true sediment signals, a measure of zero sediment concentration 
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Fig. 3 The variation with height above the grid of the verticai velocity 
moments determined for the 180-210 /um sediment population as a func
tion of varying grain size range limits. The grid oscillation frequency is 
3.4 Hz 

must be defined below which it can be assumed no sediment 
signals were observed. In order to derive this limit, plots of 
volumetric suspended sediment flux (defined in Eq. (4)) as a 
function of height away from the grid and oscillation frequency ' 
are shown in Fig. 4. In each case, the signature of the sediment 
flux for the lowest oscillation frequency defines a zero sediment 
concentration since no sediment was observed in suspension 
under these conditions. The maximum height (Fmax) at which 
each sediment population is suspended within the flow is also 
determined from this figure. Therefore, the two limits imposed 
upon the raw sediment size and velocity data are: (1) the grain 
size limits of the fluid and the sediment within the box; and 
(2) the height at which sediment flux goes to zero. In the 
following sections, these limits are imposed and the vertical 
velocity moments are calculated and compared accordingly. 

3.4 Characteristics of Sediment Concentration as a 
Function of Oscillation Frequency. Although the sediment 
mass flux observed by the PDA can depend on the burst valida

tion levels and optical set-up, the sediment flux measured in 
these low-concentration flows increases at higher oscillation 
frequencies (Fig. 4). These results agree with visual observa
tions of increased suspended sediment at higher grid oscilla
tions. These data can also be used to determine relative changes 
in sediment flux as a function of the magnitude of grid-generated 
turbulence. 

The form of the observed suspended sediment flux profiles 
is the result of both the magnitude of the grid-generated turbu
lence and the sediment supply. In most geophysical flows, sedi
ment flux decreases exponentially from the base of the flow 
toward the free-water surface (e.g., Allen, 1985, p. 126). How
ever, it is apparent from the present curves, especially for the 
fine sediment experiments, that sediment flux can reach a maxi
mum well above the grid, and decrease either asymptotically 
or log-linearly with increased distance from the grid. As noted 
earlier, it is the energetic jets located at the bar centers which 
are responsible for the majority of fluid (hence sediment) trans
port from the base of the box (e.g., Thompson and Turner, 
1975; McDougall, 1979; Nokes, 1988). Because the energy of 
these jets decreases with increased height above the grid, sedi
ment is transported up into the flow and dissipates sideways, 
resulting in high sediment fluxes away from the base of the 
box (Fig. 4). Additionally, the height at which the maximum 
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sediment flux occurs increases at higher oscillation frequencies. 
As noted by Noh and Fernando (1991), the overall shape of 
the suspended sediment concentration profile in a mixing box 
is a function of the propagation of turbulent energy away from 
the boundary and the upward diffusion of the suspended sedi
ment. The experiments for the fine sediment distribution at the 
highest frequencies used were supply limited since no sediment 
was observed on the base of the box and relatively lower sedi
ment fluxes were measured near the base (Fig. 4) , 

3.5 Variations in Vertical Velocity Moments of the Fluid 
and the Sediment. The first three moments of the vertical 
velocity distribution for both the fluid and the 180-210 iim 
sediment are shown in Fig, 5 for each oscillation frequency. At 
the lowest oscillation frequency negative mean velocity values, 
V (Fig, 5) , illustrate the position of the measurement volume 
to one side of the weak ascending vertical jets and depict a 
zone of return flow towards the base of the box. However, 
increasingly positive vertical velocities near the grid at higher 
oscillation frequencies reflect the higher magnitude jets which 
penetrate further laterally and upwards into the flow and sus
pend sediment to greater heights (Fig, 4) , The mean vertical 
velocity of the sediment differs little from that of the fluid, and 
the height attained by sediment grains within the box is directly 
proportional to the oscillation frequency. 

Similarly, the root-mean-square of the vertical velocity, v', 
of both the sediment and fluid increases with grid oscillation 
frequency (Figs, 5 and 6) , with maximum values (~0,12 
m/s) occurring closest to the grid and minimum values (~0.02 
m/s) occurring well up into the flow. The value of v' decreases 
exponentially away from the grid, with the fine sediment experi
ments exhibiting the slowest rate of decay of fluid v' and the 
coarse sediment experiments exhibiting the fastest rate of decay 
(Fig. 6), This may reflect the influence of the larger mass and 
grain size of the 300-355 fim sediment population in reducing 
the rms values and extracting energy from the fluid, thus acting 
to suppress the grid-generated turbulence. 

The skewness values for vertical fluid and sediment velocities 
(Fig. 5; also observed using the other sediment populations) 

become increasingly more positive near the grid as oscillation 
frequency increases. Skewness values decrease away from the 
grid at all frequencies, tending towards a non-skewed vertical 
velocity distribution well into the flow. 

The vertical velocity moments of the fluid and sediment parti
cles near the grid show that with increasing grid oscillation 
frequency, V'and K become positive while v' increases substan
tially. Irrespective of oscillation frequency and grain size, the 
vertical velocity moments determined for the sediment are very 
similar to those determined for the fluid. However, the fine 
sediment population more closely parallels that of the fluid 
because: (1) the fine sediment has a relatively lower settling 
velocity, such that its drift velocity is more comparable to that 
of the fluid (see Noh and Fernando, 1991); and (2) the greater 
volume and mass of the larger particles extract more energy 
from the flow (i,e,, suppress turbulence). 

3.6 Implications for the Suspension of Sediment. The 
data presented herein have important implications to the study 
of the physical processes controlling sediment suspension in 
turbulent flows. These include the dependence of sediment sus
pension on the magnitude and anisotropy of the turbulent verti
cal velocity and the suppression of turbulence by the suspension 
of sediment. 

The maximum height attained by suspended sediment within 
the mixing box for a particular frequency is determined from 
Fig, 4, This maximum height, Fmax. normalised by the effective 
depth (d) is plotted against the ratio of the maximum root-
mean-square vertical velocity (vl; at Y = 5 mm) normalised 
by the grain's settling velocity {Vs; determined using Dietrich's 
(1982) equation for spheres; Fig, 7) , The empirical relation 
determined for these data has the form: 

* max 

d 
-0.021 + 0.429 10gi( (5) 

with a correlation coefficient of 0,97, As expected, as more 
energy is expended upon the sediment grains (in the form of 
vl), the sediment attains greater heights within the box, Simi-
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larly, the relative sediment concentration observed by the PDA 
increases as the local turbulent vertical velocities (v') increase 
toward the grid (see Figs. 4 - 6 ) . 

The anisotropy of vertical turbulence, whereby a mean up
ward-directed stress is exerted upon the sediment within the 
flow, has been suggested as a necessary mechanism for the 
maintenance of a suspended load (e.g., Bagnold, 1966, 1978; 
Leeder, 1983; Wei and Willmarth, 1991). This net upward-
directed momentum flux may be expressed by the positive skew-
ness of the instantaneous vertical velocity distribution. These 
vertical velocity distributions (Fig. 5) illustrate a marked posi
tive skewness near the grid and an upwards decline in the flow. 
Although the location of the measurement volume with respect 
to the grid determines the exact velocity distribution, these posi
tive skewness values are associated with positive, upward-mov
ing sediment particles very near the grid (see Fig. 6) . Similar 
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flow asymmetry was reported by McDougall (1979) who ob
served that the upward motion of the grid transfers more energy 
to the flow than does the downward motion of the oscillation 
cycle. In addition, these increased skewness values are associ
ated with greater sediment concentrations and increased heights 
attained by the sediment within the box (Fig. 4) . 

Finally, the greatest rate of decay in the turbulent vertical 
fluid velocity is shown to occur in the presence of the coarsest 
sediment population, which also has the greatest total sediment 
concentration in the box. This suggests that turbulence gener
ated by the grid may be suppressed by the movement and sus
pension of these larger and more massive grains for the scale 
of turbulence in relation to particle size present in these experi
ments. These results are in agreement with several studies docu
menting turbulence suppression in the presence of appreciable 
near-bed sediment concentrations (see discussions in Coleman, 
1981; Gust, 1984; Parker and Coleman, 1986). 

4 Conclusions 
Experiments have demonstrated the applicability of phase 

Doppler anemometry for investigating the dynamic relation
ships between the suspension of sediment and the characteristics 
of the turbulence field. Sediment suspension, which requires a 
net upwards-directed vertical velocity component, has been 
shown to be associated with high mean vertical velocities, high 
rms values and a positive skewness in the distribution of vertical 
fluid velocities near an oscillating grid. For a given grain size, as 
distance from the grid increases or as grid oscillation frequency 
decreases, both the fluid vertical turbulence intensity and skew
ness, together with the size and total sediment maintained in 
suspension, decrease. These results validate, in a simplified ex
perimental configuration, Bagnold's (1966, 1978) suggestion 
that turbulence anisotropy is required to maintain a suspended 
load. Phase Doppler anemometry offers a unique and potentially 
powerful tool for investigating the complex links between the 
characteristics of the flow field and the sediment grains in trans
port. 
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Developing Lengths in Horizontal 
Two-Phase Bubbly Flow 
An air-water two-phase flow facility with a 19.1 mm i.d. test section has been fabri
cated. Local measurements of pressure drop for two-phase horizontal bubbly flow 
and single-phase flow downstream of various orifices have been obtained over a 
range of flow conditions. The wall shear stress developing length is obtained from 
the pressure drop profile. A developing length correlation is presented in which the 
relative deviation is 6 percent. The fully developed vapor volume fraction has also 
been measured up- and downstream of the orifice. A simple correlation for vapor 
volume fraction is presented in which the relative deviation is 7 percent. Photographs 
of the two-phase flow pattern in the developing region reveal that the flow structure 
is extremely complex and continuously evolves until approximately fully developed 
flow conditions are achieved. 

Introduction 
Two-phase bubbly flows are utilized in many industrial pro

cesses. A number of obstructions to the flow path are common 
to industrial piping systems, including valves, spacers, pipe 
fittings, and orifice plates. These peripheral obstructions may 
have a significant impact on the hydrodynamic structure of 
the flow. Obstructions typically accelerate the flow, increase 
pressure losses, enhance heat transfer, and alter the volume 
fraction. In order to assist in the design of such systems, there 
exists a need to better understand the hydrodynamic characteris
tics of a two-phase mixture downstream of a peripheral obstruc
tion. The two-phase pressure drop across a peripheral obstruc
tion has been studied extensively, and many suitable correla
tions have been developed for its prediction. In contrast, the 
developing region downstream of an obstruction has received 
far less attention from investigators. In particular, no correla
tions are currently available for predicting the two-phase devel
oping length, nor have the important nondimensional parame
ters which characterize the two-phase developing region been 
identified. Knowledge of the pressure drop in the developing 
region and the corresponding developing length are relevant to 
the accurate prediction of the thermodynamic performance of 
HVAC equipment utihzing two-phase flow, pressure loss in 
condensate return lines, pressure drop of petroleum liquids and 
their vapors in tube stills, among others. In addition, experimen
talists measuring pressure drop and vapor volume fraction si
multaneously, using the quick closing valve technique 
(Klausner et al., 1990), need to be concerned with the proximity 
the valves are placed with respect to the pressure taps in order 
to avoid bias due to the disturbance created by the valves. 

Extensive experimental investigations of two-phase flow 
through obstructions with air/water mixtures were carried out 
by Salcudean et al. (1983a, 1983b, 1983c) for horizontal flow 
and by Salcudean and Leung (1988) for vertical flow. Fully 
developed regions were observed far up- and downstream of 
an obstruction. Immediately before an obstruction the flow stag
nates, and the pressure levels off. Across an obstruction there 
is a sudden pressure drop due to the acceleration and increased 
turbulence. The magnitude of the pressure drop depends on 
the position of the obstruction within the duct cross section. 
Downstream of an obstruction there exists a recovery region 
where the bulk turbulent intensity decays and the two-phase 
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mixture decelerates. Based on visual observations Salcudean et 
al. (1983b) reported that the length affected by the flow obstruc
tion is about 30 L/D for dispersed flow and 15 L/D for annular 
flow. The effect of area changes on a two-phase air/water mix
ture in a square, vertical channel was investigated by Tapucu 
et al. (1989). A slight decrease in vapor volume fraction was 
observed just upstream of the blockage, and a larger increase 
was observed downstream. 

When discussing the hydrodynamic developing length in sin
gle-phase flow, typically three different developing lengths are 
referred to: wall shear stress, boundary layer, and velocity pro
file developing lengths. Because the velocity profile approaches 
its fully developed value close to the wall sooner than it does 
near the core, the wall shear stress developing length is always 
less than that for the boundary layer and velocity profile. Klein 
(1981) has given an excellent review of the developing region 
in turbulent pipe flow. Although the influence of inlet conditions 
are not yet fully understood, the wall shear stress for smooth 
entrances typically becomes fully developed in 8-15 pipe diam
eters. For turbulent flow in a 0.305 m i.d. pipe, Wang and Tullis 
(1974) found the wall shear stress developing length to be 15 
pipe diameters. When a peripheral obstruction is placed at the 
pipe entrance, Sharan (1974) found that the turbulent structure 
of the single-phase developing region is different than that for 
smooth entrance flow. He attributed the difference to large ed
dies which form along the duct wall due to the obstruction. 
These large intensity eddies significantly influence the shape of 
the velocity profile but appear to have little effect on the velocity 
profile and boundary layer developing lengths. 

The primary objective of this work is to experimentally inves
tigate the developing region downstream of a symmetrical pe
ripheral obstruction in two-phase bubbly flow. An air/water 
mixture in conjunction with a closed loop facility is used to 
carry through the experiments. Measurements of the pressure 
drop along the length of the 19.1 mm i.d. test section are used 
to identify the shear stress developing length over a range of 
flow conditions: mass flux, G = 1277 to 2126 kg/m^-s; vapor 
quality, x = 0 to 0.0013; vapor volume fraction, a = 0 to 
0.20; absolute static pressure, P = 124 to 222 kN/m^ and area 
blockage ratio, AJA^ = 0.20 to 0.80, where A, is the flow area 
of the orifice and A^ is the cross-sectional area of the test section. 
The nondimensional parameters which control the flow develop
ment are discussed, and a correlation for predicting the wall 
shear stress developing length is presented. 

Experimental Facility 
The two-phase air-water experimental facility used to mea

sure the wall shear stress developing length is shown schemati-
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Fig. 1 Schematic diagram of air/water two-pliase fiow facility 

cally in Fig. 1. A 5 kW centrifugal pump provides a maximum 
liquid flow rate of 0.62 1/s. A resistance heater is used in con
junction with a counterflow heat exchanger to maintain the two-
phase mixture at a constant temperature of 30°C. Measurements 
of the liquid flow rate were made with a venturi in conjunction 
with a Validyne DP-15 magnetic reluctance pressure transducer. 
The venturi meter was calibrated using a time-volume method, 
and based on the standard deviation of the calibration, it has an 
estimated uncertainty of ±1.6 percent of full scale. Air is sup
plied to the facility via a 2.1 m' compressed air tank. Air flow 
rates were measured with a rotameter in conjunction with a 
mercury manometer. The rotameter was calibrated against an 
Omega electronic mass flowmeter, and based on the standard 
deviation of the calibration, the rotameter is accurate to within 
±1.1 percent of full scale. The air and water streams enter a 
mixing chamber where a two-phase mixture is produced. 

The 19.1 mm i.d. circular test section is preceded by ninety 
diameters of straight pipe in order to insure fully developed 
inlet conditions. The test section, which is composed of two 
pressure tap sections, three capacitance based volume fraction 
sensors, and an orifice plate section, may be arranged in three 
different configurations as shown in Fig. 2. Configurations 1 -
3 are, respectively, used for volume fraction measurements, 
pressure drop measurements, and flow visualization. In Fig. 2 
VFS, FT, and VS, respectively, denote the volume fraction 
sensors, pressure drop measuring sections, and the visualization 
sections. The capacitance technique was used to measure the 
vapor volume fraction. Helical capacitance sensors, which are 
based on the design of Abouelwafa and Kendall (1979), are 
located 68 diameters upstream of the orifice and 115 diameters 
downstream of the orifice. Presumably these sensors are located 
in the fully developed region. In an attempt to measure the axial 
variation of volume fraction in the developing region, four ring 
type capacitance based volume fraction sensors were placed 
immediately downstream of the orifice, but there remains doubt 
as to the reliability of their readings, and thus results from these 

measurements are not reported. The helical capacitance sensors 
which provided good results were calibrated using the quick 
closing valve facility. The capacitance across the helical sensors 
was measured with a Keithley 590 digital CV analyzer. The 
uncertainty of the volume fraction readings is estimated to be 
±1.5 percent. The pressure tap sections were fabricated from 
25.4 mm o.d. and a 19.1 mm mean i.d. brass pipe. 43 pressure 
tap holes, centered along the bottom of the pipe, are spaced at 
50.8 mm increments along the length of the test section. The 
pressure tap diameter to tube diameter ratio is 0.1 and is within 
the recommendation of Shaw (1960). In order to explore the 
possibility of the pressure taps distorting the velocity profile, a 
pitot tube was used to measure the single-phase turbulent veloc
ity profile of air inside the test section. The results were found 
to agree well with the |th power law, and it was concluded that 
the pressure taps do not significantly influence the flow struc
ture. The pressure taps are interfaced with a Validyne DP-15 
magnetic reluctance differential pressure transducer via a mani
fold system, which includes bleed valves for removing air from 
the pressure lines. Since the pressure taps are centered along 
the bottom of the test section, and a layer of liquid is maintained 
over the taps for the entire test duration, gravity prevents air 
bubbles from entering the pressure lines. The maximum uncer
tainty associated with the pressure transducer measurement is 
±0.25 percent of 665 N/m^ (±1.3 N/m^). The visual test sec
tion was constructed from 19.0 mm i.d. and 25.4 mm o.d. clear 
acrylic tube. Six different orifice plates are available to vary 
the area blockage ratio from 0.20 to 0.80. The analog signals 
from the capacitance meter and all pressure transducers were 
recorded with a digital data acquisition facility. 

Flow visualization was accomplished with a Videk Megaplus 
charged coupled device (CCD) camera. The output of the CCD 
camera is inputted to an Epix 4 megabyte frame grabber. The 
image may be saved to a computer diskette, displayed on a 
Sony analog monitor with 1000 lines per inch resolution, or 
printed out via a laser printer. Since the resolution of the laser 
printer image is low compared with the monitor, hard-copy 
images were obtained by photographing the monitor using 35 
mm film. 

Experimental Procedure 

The experimental data were obtained in three stages. The 
vapor volume fraction measurements were obtained with the 
test section in configuration 1, and configurations 2, and 3 were 
used to, respectively, measure the axial variation of the local 
pressure drop and obtain photographs of the two-phase flow 
structure. The peripheral obstruction to the flow was created 
using orifices with area blockage ratios of: 0.20, 0.30, 0.40, 
0.50, 0.70, and 0.80. Vapor volume fraction and pressure drop 
measurements were made for all six orifices using 22 different 
air-water flow rate combinations. The water flow rate ranged 
from 0.37 to 0.61 1/s while the air flow rate ranged from 0 to 
13.5 1/min. The air-water flow rate combinations were chosen 
to maintain stable bubbly flow. The maximum vapor volume 
fraction was 20%. 

Nomenclature 

Ac = duct cross-sectional area (m^) 
Ah = bubble projected area (m^) 
A, = orifice cross-sectional area (m^) 
Crf = bubble drag coefficient 
D = duct diameter (m) 
d, = orifice diameter (m) 
Fj = bubble drag force (N) 
/„ = wall friction factor 
G = total mass flux (kg/m^-s) 

m = mass flow rate (kg/s) 
P = pressure (N/m^) 

AP = differential pressure (N/m^) 
rt, = bubble equivalent radius (m) 

Re = Reynolds number 
S = velocity slip 
u = mean velocity (m/s) 
X = vapor quality 
z = axial coordinate (m) 

ZM = developing length (m) 
a = vapor volume fraction 
y = density ratio, pjpi 
IJL = dynamic viscosity (N-S/m^) 
p = density kg/m^ 

T„ = wall shear stress (N/m^) 

Subscripts 
/ = liquid 
V = vapor 

Journal of Fluids Engineering SEPTEMBER 1995, Vol. 1 1 7 / 5 1 3 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A A U n U A U U U U 
COinGUIUTION 2 

• (4.064 m) 

• .991 m -

A A A A A A A A 
CONFICURATION 3 
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Frictional pressure drop measurements for single phase flow 
without an orifice were made over an axial distance of 0.45 m 
for a liquid Reynolds number ranging from 20,000 to 50,000. 
The maximum error between the measured values and the pre
dicted pressure drops using Blasius' friction factor formula and 
a mean pipe diameter of 19.1 mm was 4 percent. Thus the 
pressure drop measurement is believed to be accurate. However, 
due to manufacturing imperfections, the local pipe diameter 
along the length of the test section varies from 18.52 to 19.77 
mm. Therefore, the measured local pressure drop over a 50.8 
mm length can vary by as much as 18 percent over the length 
of the test section. In order to compare the measured pressure 
drops based on the same diameter the following procedure is 
used. According to Blasius' formula AP ~ D" ' ' ' " , where AP 
is the local pressure drop measured over a length of 50.8 mm 
and D is the local pipe diameter. The equivalent pressure drop 
at otherwise identical flow conditions, AP^, based on a mean 
pipe diameter, D = 19.1 mm, is calculated from 

ARo = AP iD' (1) 

APeq should be invariant along the length of the test section for 
single phase flow and when tested over a liquid Reynolds num
ber range of 20,000 to 50,000, APeq was found to have an 
average variation of 2 percent. The validity of Blasius' friction 
factor formula for bubbly two-phase flow has yet to be rigor
ously demonstrated. Nevertheless, measurements for two-pliase 
bubbly flow and no orifice show that AP^^ is essentially invari
ant along the test section length. Therefore, when determining 
the developing length past an orifice based on the axial variation 
of pressure drop, the comparison is made based on APe,. Exten
sive efforts were expended validating this procedure and further 
details are given in Warren (1992). 

Experimental Results 
Figures 3(a)-(c) show the two-phase flow structure down

stream of an orifice with 50 percent flow blockage. The corre
sponding liquid Reynolds number. Re, = [G( l - x)DIij.i(\ -
a ) ] , is 52,000, and the vapor volume fraction in the fully devel
oped region is 0.09. Figure 3(a) corresponds to the region 0.5 
to 4.5 pipe diameters downstream of the orifice. The air bubbles 
appear to be uniformly dispersed across the cross section. The 

bubbles are approximately spherical, and are small compared 
to the bubbles in the fully developed region (Fig. 3(c) . 9 to 
14 pipe diameters downstream of the orifice. Fig. 3(b) shows 
that the bubbles are still distributed throughout the test section. 
The observation that larger bubbles are migrating to the upper 
half of the test section is evidence of gravitational stratification. 
Since bubbles are agglomerating, they tend to be larger than 
those shown in Fig. 3(a) . Figure 3(c) shows the two-phase 
flow structure in the fully developed region 69 to 72 diameters 
downstream of the orifice. Due to agglomeration the air bubbles 
are much larger than those seen in the developing region. Strati
fication of the two-phase mixture has forced all the bubbles 
into the upper half of the test section. Clearly, the bubbles are 
nonspherical and are inclined due to the wall shear. It has also 
been observed from other photographs that the mean bubble 
size in the fully developed region decreases with increasing 
liquid flow rate. The blockage area has virtually no effect on 
the flow structure in the fully developed region. Increasing the 
liquid flow rate, vapor volume fraction, or the blockage area 
enhances the degree of turbulent mixing immediately down
stream of the orifice. 

Figures A (a)-(d) characterize the influence of the area 
blockage ratio and liquid Reynolds number on the pressure drop, 
and hence the developing length, downstream of the orifice. In 
Fig. 4(a) it is observed that for a = 0.09 and A,IA, = 0.80, 
the pressure drop rises rapidly just downstream of the orifice 
and then gradually approaches a fully developed value. Such 
behavior is only observed for AJA^ = 0.80. In Fig. 4(b) it is 
seen that for a = 0.08 and A,/Ac = 0.70, the pressure drop 
downstream of the orifice rises rapidly until it reaches a peak 
and gradually decreases until the fully developed pressure drop 
is reached. Thus the pressure drop profile appears to have a 
"hump." Figures 4(c) and 4(d), in which the respective area 
blockage ratio's are 0.50 and 0.30, also display a hump in the 
pressure drop profile. Similar behavior was observed for all 
orifices tested in which A,/Ac < 0.80. In Fig. 4(a) it is seen 
that the magnitude of the pressure drop increases with increas
ing liquid Reynolds number, which is expected. Although, the 
developing length appears to increase slightly with increasing 
Rc;, the increase is very marginal. In contrast. Figs. 4(b)-
(d) show that although the developing length increases with 

increasing liquid Reynolds number, the position of the peak in 
the pressure drop profile is insensitive to liquid Reynolds 
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Fig. 3 Vapor bubble distribution downstream of the orifice; (a) 0.5 to 
4.5 pipe diameters downstream, (b) 9 to 14 pipe diameters downstream, 
and (c) 69 to 72 pipe diameters downstream 

number and the area blockage ratio. Comparison of Figs. 4(b) ~ 
(d) show a slight increase in developing length with de
creasing A,/Ac • 

Figures 5(a)-(d) characterize the influence of the vapor 
volume fraction and area blockage ratio on the pressure drop 
profiles downstream of the orifice. The pressure drop profiles 
for single-phase liquid flow are also shown in Fig. 5(a) . These 
profiles behave in a similar manner as those for two-phase 
bubbly flow. Thus it reasonable to expect that the mechanisms 
governing single-phase and two-phase bubbly flow wall shear 
stress development are the same. The vapor volume fraction 
does not appear to have a discernable influence on the devel
oping length. However, in Figs. 5(b)-(d) it is seen that the 
pressure drop profiles display a hump, and the position of the 
peak increases with increasing volume fraction. Furthermore, 
the magnitude of the pressure drop as well as the developing 
length increases with increasing vapor volume fraction. 

The precise determination of the end of the developing region 
based on visual observations of the above figures is not feasible. 
Therefore, for correlating purposes, consistent criteria are used 
for determining the developing length, Zm. For the data in which 
the pressure drop profiles display a "hump," ZM is taken to be 
the point past the peak at which APeq = LOSAPm. For those 
data in which no "hump" is observed ZM is taken to be the 
point at which APoq = APw These criteria allow the developing 
length to be determined with little ambiguity. 

Although, the precise physical mechanism responsible for the 
hump in the pressure drop profiles is uncertain, the increase in 

pressure drop is clearly due to enhanced dissipation. For two-
phase pipe flow, the location of the hump corresponds to the 
region where air bubbles are beginning to agglomerate and 
migrate towards the upper portion of the test section. It is likely 
that the dissipative processes associated with air agglomeration, 
the cross trajectory motion of the bubbles, and enhanced turbu
lence is responsible for the "hump." For single-phase flow, the 
hump is likely due to enhanced turbulence just downstream of 
the orifice. 

Correlation of the Developing Length 
The motion of the two-phase mixture in the developing region 

is extremely complex and precise analytical modelling of the 
flow structure does not, at this time, appear to be feasible. 
However, it is desired to deduce the dimensionless parameters 
which govern the developing length. Therefore, consideration 
is given to the control volume (CV) in Fig. 6 which corresponds 
to horizontal bubbly flow. For bubbly flow with low quality, x 
"^ 1, and low vapor volume fraction, a < 0.2, it is expected 
that the liquid phase should have a dominating influence on 
momentum exchange in the developing region. A one-dimen
sional quasi-steady momentum balance on the CV liquid phase 
results in, 

[P(z) - P(z + Az)]A, - T„P^Az - F„N 

= m,(z + Az)ui(z + Az) - mi(z)u,(z) (2) 

where P is pressure. A, is the cross-sectional area occupied by 
the liquid, T^ is the average wall shear stress around the periph
ery of the duct, P^ is the duct perimeter, Fj is the average drag 
on a single bubble, N is the number of bubbles in the control 
volume, m/ is the liquid mass flow rate, and u, is the mean liquid 
velocity. Introducing the drag coefficient, C^ = [FJp,Ai,(ui -
M„)^], and assuming the gas bubbles are spherical with radius 
rj,, the bubble drag term may be expressed as, 

3 Az 
FaN = - CjaAc — p,(u, 

4 n 
«„)' (3) 

where A^ is the projected area of a gas bubble and «„ is the 
mean velocity of the bubbles. Using Eq. (3) and the fact that 
rni(z) = W;(z + Az) for quasi-steady flow, Eq. (2) may be 
divided through by A^Az, and in the limit as Az -> 0, (2) 
becomes 

-d 
dP 

a) — 
dz 

—— + --Capi(ui 
A, 4 r,, 

«„)' + G(l 
, dui 

dz 

Using the following nondimensional parameters: 

p+ = - ^ f = '^"- + = 1 + = !± 
Piufo '" ptufa D D 

Equation (4) may be recast in dimensionless form, 

dP* _ 4/., 

dz* 

and ul 

(4) 

Ul 

"(0 

+ 1^" 
(\-a) Art(l-a)\u,f 

^\{^\(l-S)^ 

d^y(uj\ duj_ 
D) \U,J dz*' 

Here a circular duct cross-section has been assumed, j\^ is the 
wall friction factor, S = uJui is the velocity slip, and «,o is a 
characteristic mean hquid velocity at the throat of the orifice 
and is defined by M/„ = Uif[(Dld,)^] where %is the fully devel
oped mean liquid velocity, d, is the orifice diameter, and D is 
the pipe diameter. The first term on the right-hand side (rhs) 
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Fig. 4 Pressure drop profiles for fixed voiume fraction and different area biocltages and Reynolds numbers 

of Eq. (5) is the pressure gradient component due to wall fric
tion; the second term is that due to the relative motion between 
the liquid and vapor phase; and the third term is the pressure 
gradient component due to the liquid acceleration. Due to the 
small inertia of the vapor bubbles compared with the liquid, it 
is expected that they will closely follow the surrounding liquid. 
Thus it is not unreasonable to believe that the wall friction and 
acceleration will control the pressure gradient. Using an analogy 
with single-phase flow, it is expected that f„ is primarily a 
function of the liquid Reynolds number, Re,. Based on these 
considerations, it is hypothesized that the developing length is 
a function of Re,, (1 - a ) , and (d,/D). 

As was mentioned earlier, the measured developing lengths 
for the pressure gradient profiles with a hump behaved signifi
cantly different than those without a hump. For those data with 
a hump, it was indeed observed that the ratio, Z/d/D, showed a 
dependence on Re,, (1 — a), and (d,/D). Here the vapor vol
ume fraction for fully developed flow is used to evaluate a. 
Figure 7 shows Z/JD as a function of the grouping [Re//(1 — 
a)(d,/D)^''*]. As is seen the data are surprisingly well col
lapsed, and for correlating purposes a linear fit to the data yields. 

^ = 6.17 X 10" 
D 

Re, 

(.-.)i| 
(6) 

The relative deviation of Eq. (6) is 5.6 percent. It is noted that 
single-phase flow data are also included in Fig. 7 and are simply 

treated as a special case where the vapor volume fraction is 
zero. 

For those data without a "hump" the ratio, Z/j/D, ranged 
from 8 to 15 and showed a slight dependence on Re, and virtu
ally no dependence on (1 — a ) or {d,/D). 

Vapor Volume Fraction 

In order to use Eq. (6) for predicting the developing length, 
it is necessary to predict the fully developed vapor volume 
fraction. A number of volume fraction correlations were com
pared against the present data, but none were successful over the 
entire range of data considered. Therefore, a simple correlating 
scheme was attempted. Based on conservation of mass consider
ations, the local volume fraction may be expressed in terms of 
the quality, x, velocity slip, S, and the density ratio, y = pjpi 
as 

Sy + x(l - Sy) 
(7) 

For a constant S, which may or may not hold over the range 
of flow conditions considered, Eq. (7) may be expanded in 
series form and averaged over the duct cross section. 

s[y 
(1 Sy) ^x 

.7 

(1 -Sy)' IX 

(8) 
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Fig. 5 Pressure drop profiles for different volume fractions and area blockages witli Re, ranging from 37,000 to 58,000 

where ( ) denotes an area average. One concern with using Eq. 
(8) is that the area-averaged quality, x = [m„/(m„ + m,)_]̂ , is 
not identical to the measured quality, x̂ eas = [mj(m„ + rh,)]. 
However, at low quality x ~ Xmcis- Since (1 - Sy) ~ 1, based 
on Eq. (8) , it is expected that a = o:(x,,,^sJy) for constant S. 
Fig. 8 shows a as a function Xmeas/y, and it is seen that to a 
good approximation, the data are well correlated by. 

a = 0.37 (9) 

The relative deviation between the measured and predicted val
ues of vapor volume fraction using Eq. (9) is 6.6 percent. It is 
not expected that the velocity slip remains constant, but the fact 
that Eq. (9) correlates the data well provides support that the 
slip did not vary appreciably over the range of data collected. 
Numerous studies have shown that a relationship such as Eq. 
(9) applies only over a limited range of flow conditions with a 
specific liquid-vapor pair. Therefore, Eq. (9) should not be used 
outside the range of flow conditions reported herein. 

U(Z)-

P(Z)-

oSo tfz: mz*iiZ) 

- P{Z*t.Zl 

Fig. 6 Control volume for horizontal bubbly two-phase flow 

Journal of Fluids Engineering 

Conclusions 
In any two-phase flow encountered, there are a large number 

of variables which influence the observed hydrodynamics; 
therefore it is quite difficult to generalize experimental results. 
Nevertheless, for the flow conditions encountered in this investi
gation, the following observations have been made: 

(i) It has been demonstrated that the wall shear stress devel
oping length for horizontal two-phase bubbly flow and single-

20000 30000 40000 50000 60000 70000 80000 

D 

Fig. 7 Correlation for wall shear stress developing length past a periph
eral obstruction 
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Fig. 8 Correlation of liorizontai two-phase bubbly flow vapor volume 
fraction 

phase flow downstream of an orifice is dependent on the area 
blockage ratio. For AJA^ = 0.80 it has been found that Z/^/D 
ranges from 8 to 15 and shows only a marginal dependence on 
a and Re;. For i4,/Ac < 0.80 the developing lengths depends 
on a, Re/, and d,ID, and are well correlated by Eq. (6). 

(ii) The pressure drop profiles for AJA^ < 0.80 display a 
hump for both single-phase and two-phase bubbly flow. The 
pressure drop profiles obtained in this study may serve as a 
benchmark for mechanistic two-phase flow computer codes. For 
two-phase bubbly flow past an orifice with A,/Ac < 0.80, such 
codes should be able to capture the hump in the pressure drop 
profiles shown in Figs. 4 and 5. 

(iii) The vapor volume fraction and flow structure in the 
fully developed region downstream of the orifice is typically 
not much different than that upstream of the orifice. However, 
the vapor volume fraction and flow structure changes signifi
cantly in the developing region. The fully developed vapor vol
ume fraction is approximately a linear function of the vapor 
quality for the range of flow conditions considered. 
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On the Effect of Surface 
Roughness on the Vapor Flow 
Under Leidenfrost-Levitated 
Droplets 
In this paper a theoretical investigation is reported on the effect of surface roughness 
on the phenomenon of Leidenfrost-levitation of droplets above a hot surface. The 
problem is solved first approximately using a macroscopic approach in which the 
roughness is replaced by a semi-empirical slip condition of the Beavers-Joseph type. 
Next, a microscopic model which determines the vapor flow in the close vicinity of the 
rough surface is solved numerically. Three basic periodic roughnesses are examined: 
triangular, rectangular and semi-cylindrical. The effect of the relative size of the 
droplet and the roughness elements on the vapor flow is investigated in the course 
of the study. 

1 Introduction 
The problem of Leidenfrost boiling of liquid droplets on a 

hot surface has regained interest because of its relevance to 
several contemporary thermal engineering applications exem
plified by spray cooling during the manufacturing of metal 
sheets and other products, spray cooling of electronic compo
nents, and droplet combustion in the vicinity of hot surfaces. 

Most of the existing published work on the Leidenfrost boil
ing problem is focused on flat, smooth, impermeable surfaces 
or, more recently, permeable ceramic surfaces. To this end, Bell 
(1967) published a review of the early work on the Leidenfrost 
problem. Gottfried et al. (1966) studied the film boiling of 
liquid droplets on a smooth flat plate. Baumeister and Simon 
(1973) reported results for the Leidenfrost temperature of sev
eral types of liquids. More recently, Chandra and Avedisian 
(1991) reported an interesting study on the thermal interaction 
between a hot surface and an impinging droplet. Through high
speed photography and temperature measurements they ob
tained information on the collision dynamics and the bubble 
formation within the droplet for a wide range of surface temper
atures. A companion study to the above for the case of a ceramic 
surface was also published by Chandra and Avedisian (1992). 

The defining feature of the present study is that, unUke the 
works discussed above, it focuses on the effect of surface 
roughness on the fluid dynamics of the vapor layer supporting 
the levitated droplet. The study was inspired by two earlier 
papers on Leidenfrost boiling on porous (ceramic) surfaces. 
In the first paper, Avedisian and Koplik (1987) performed an 
experimental study on levitated boiling of methanol droplets on 
hot ceramic surfaces. In the context of their work, these authors 
presented a simple, one-dimensional model of the process, in 
which the Brinkman extension of the Darcy momentum equa
tion was used. In the second paper, Fatehi and Kaviany (1990) 
argued that the Darcy flow model, together with the Beavers-
Joseph interfacial condition should be used instead of the Brink-
man-extended Darcy model to solve the problem. They then 
proceeded and performed a numerical study of the axisymmetric 
flow of vapor under a hemi-spherical droplet levitated above a 
ceramic surface. 

Contributed by tlie Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 7, 1994; revised manuscript received October 31,1994. Associate Techni
cal Editor: Jong H. Kim. 

What is apparent in the last two studies discussed above, is 
that surface roughness effects, neglected in both studies, may 
play an important role in the process of Leidenfrost boiling. 
This is true for both rough impermeable surfaces as well as 
ceramic surfaces where it is likely that the surface roughness 
will be of the order of magnitude of the porosity. The present 
study focuses on the determination of the effect of roughness 
on the fluid dynamics of Leidenfrost boiling of a droplet over 
an impermeable surface. Three basic roughnesses are examined 
utilizing an axisymmetric model: rectangular, triangular and 
semicylindrical. Two different approaches are adopted in the 
course of the investigation. The problem is first solved with an 
approximate macroscopic model. Next, the vapor flow field is 
determined with a microscopic model which reveals the flow 
details in the vicinity of the roughness elements. The validity 
of the macroscopic model is checked against the microscopic 
model. In the later, the flow field in the vapor region is deter
mined by solving the Navier-Stokes equations around the 
roughness elements. In the former, the roughness is replaced 
by a slip condition of the Beavers-Joseph type. It is because of 
this fact that the microscopic model is expected to be the more 
accurate (and the more complex) of the two models. The effect 
of the roughness element size relative to the droplet size is also 
examined in the course of this study. 

2 Mathematical Model 
The problem under investigation is shown schematically in 

Fig. 1(a) . A droplet is undergoing Leidenfrost boiling over a 
surface with an axisymmetric roughness. In a realistic applica
tion the presence of the roughness introduces three dimensional 
effects. Since this basic study is a first attempt at investigating 
the impact of the surface roughness on the already complex 
fluid dynamics of the vapor layer, three dimensional effects 
were neglected. In addition, the following assumptions are made 
following Fatehi and Kaviany (1990) as well as Avedisian and 
Koplick (1987): The boiling process is quasisteady, the droplet 
is hemispherical, the droplet is motionless and at saturation 
conditions, the vapor film is very thin (the heat transfer process 
within it is conduction-dominated) and, finally, the flow in the 
vapor film is laminar. 

The three roughnesses to be studied (rectangular, triangular 
and semi-cylindrical) are shown in Fig. \{b). The axisymmetric 
equations for the conservation of mass and momentum in the 
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Fig. 1 (a) Schematic of tiie problem of interest, (b) definition of tlie 
basic roughnesses under investigation. Various symbols are defined in 
the rectangular roughness schematic. 

vapor layer underneath the droplet with respect to the cylindrical 
coordinate system of Fig. 1 are: 

1 d(rv) du 
^̂ —- + — = 0 

r or oz 
(1) 

1 a ( ru ' ) d(uv) 

\ r dr dz 

dP Id 
+ /i 

dr \r dr 

.d{.v)' 
dr 

1 djruv) dju^) 

\ r dr dz 

dP (Id 
— + fj.{ 
dr \rdr 

d{u)' 

dr 

dhA. 

dz^ 
(3) 

All the symbols in the above equations are defined in the 
Nomenclature. To complete the model formulation the bound
ary conditions of the problem need to be stated: 

On the rough surface: 

« = u = 0 

At the axis of symmetry. 

r = 0: . = ^ = 0 
dr 

(4) 

(5) 

At the boiling interface the vapor velocity is assumed to be 
constant (quasi-steady evaporation) and the no-slip condition 
is imposed (Fatehi and Kaviany, 1990), 

z = 6,: D = 0, -Mo (6,7) 

After flowing past the droplet periphery, the vapor layer expe
riences an expansion. To account for this expansion, we follow 
Fatehi and Kaviany (1990) and adopt the computational domain 
shown in Fig. 1 (fe). To this end, the following additional bound
ary conditions are required: 

r = R, S < z < S2: u = V = 0 

z = 62, R < r < L: M = — = 0 
dz 

dv 
r = L,0 <z< 62: u = 0, — = 0 (8-10) 

dr 

The lengths L and 62 are selected after a trial and error process 
which insures that increasing these lengths further has no effect 
on the results. Note that L will take the role of "infinity" in 
the numerical scheme. In quasi-steady evaporation, the weight 
of the droplet is balanced by the force caused by the pressure 
field at the bottom of the droplet: 

f 
Jo 

(P - Po)2nrdr = W (11) 

The weight of the droplet, assuming that the vapor density 
is much smaller than the density of the liquid constituting the 
hemispherical droplet, is 

W = InpiR' (12) 

N o m e n c l a t u r e 

D = characteristic roughness size 
( = d/2) 

d = length defining the roughness 
(Fig. 1) 

g = gravitational acceleration 
hig = latent heat of vaporization 

k = thermal conductivity 
ki - liquid thermal conductivity 
L = length of the computational domain 
P = pressure 

Po = environment pressure 
Pe = Peclet number 

R = droplet radius 
r = radial coordinate 

Re = Reynolds number 
T = temperature 

T„ = wall temperature 
Tsat = saturation temperature 

u = axial velocity 
Mo = axial velocity at the bottom of the 

droplet 
V = radial velocity 

W = droplet weight 
z = axial coordinate 

Greek Symbols 
6 = vapor layer thickness. Fig. l ( ^ ) 

5i = vapor layer thickness. Fig, l{b) 
&2 = vapor layer thickness, Fig. l{b) 
fj, = vapor viscosity 
p = vapor density 
Pt = liquid density 
a = slip coefficient 
Te = evaporation time scale 
Tf = flow time scale 
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Table 1 Values of the dimensionless slip coefficient 

Roughness geometry a 

triangular 
rectangular 
semicylindrical 

6.5 
28.7 
11.8 

The pressure field, needed in Eq. (11) is obtained by inte
grating Eq. (2) along the vaporization interface 

P -P, = H \ —^dr + puo \ —dr (13) 
JR dz JR dz 

The vapor velocity at the vaporization interface (MQ) is esti
mated from: 

«o = 
^ \ ^ w ^ sat / 

phigS 
(14) 

where S is the vapor layer thickness between the top of the 
roughness and the vaporization interface (Fig. 1(b)). Implicit 
in Eq. (14) is the assumption that the heat transfer in the vapor 
film is conduction dominated and the temperature distribution 
is linear. This assumption will be justified a posteriori in Section 
5 where the calculated values of the Peclet number will clearly 
indicate that convection in the vapor film is negligible compared 
to conduction. 

3 A Simple Macroscopic Model 

The main premise of the macroscopic model is that the sur
face roughness is modeled as (and replaced by) a velocity slip 
condition of the Beavers-Joseph type (Beavers and Joseph, 
1967) used commonly at interfaces between fluids and porous 
materials. In addition, the flow in the vapor layer is assumed 
to be radial. Based on these assumptions, the macroscopic flow 
model is: 

dz 

IdP 
r dr 

(15) 

at 

at 

z = 0: 
a dz ' 

« = 0 

z = S: D = 0, M = —Mo (16-19) 

With reference to the types of roughness considered in the 
present study, numerical computations showed that the depen
dence of the slip coefficient, a, on D/6 can be safely ignored 
here except for the triangular roughness. For this latter case, 
the influence of D/S on a has been taken into account. In the 
present macroscopic model, inertia effects are negligible. 
Hence, the values of the slip coefficient utilized herein are those 
corresponding to creeping flows. These values are reported in 
Table 1. The value associated with the triangular roughness is 
that corresponding to a channel sufficiently wide for a to be 
independent of D/6. The solution of the model is 

Table 3 Accuracy test: vapor film thickness for various 
node arrangements normalized with respect to that for Â^ 
= N, = 11 

11 
Nr 

0.9962 0.9973 
0.9989 

0.9913 
0.9962 
0.9981 
0.9996 

0.9959 
0.9985 
1.0 

l^dP 

fj, dr _ 
1 , 
•~z^ + Az + B 
2 

(20) 

where 

A = ^i * ' / 6 + — 
a 

B = 
D6^ 

la I 
6 + 

D 
(21,22) 

In order to obtain the pressure field we express the mass 
flowrate in the vapor film as follows: 

2nrp 
l_dP j " 

II dr Jo 
z^ + Az + B dz = nr^puo (23) 

where «o is obtained from Eq. (14). Combining Eqs. (14, 23) 
and integrating in r over the entire vaporization interface yields 

Po = 
M«o 

S^ 6^ 
4 \ - + A - + B6 

6 2 

(r^ - R^) (24) 

Combining Eqs. (11), (12), and (24) results in an expression 
for the vapor layer thickness 

aS^ + ADS" - nC(Tw - TS)<TRS 

where 

C = 

l2C(Tw- Ts)DR = 0 (25) 

3/Li/c 

\6gipi - p)ph„ 
(26) 

The vapor layer thickness results from solving numerically the 
nonlinear algebraic Eq. (25) for prescribed values of the various 
parameters and properties. 

4 Solution of the Microscopic Model 
The governing Eqs. ( l ) - ( 3 ) subject to the boundary condi

tions ( 4 ) - ( 1 0 ) were solved numerically using the finite ele
ment method. The discrete computational domain was divided 
into triangular elements. The velocity functions u and v were 
chosen to be quadratic in r and z due to the presence of second 
order partial derivatives in the governing equations. The pres
sure function P was taken to be linear in r and z. The Galerkin 

Roughness 
geometry 

rectangular 
semicylindrical 
triangular 

1 
element 

97 X 81 
65 X 97 
65 X 97 

Table 2 The final grids used in 

2 
elements 

169 X 71 
113 X 85 
113 X 85 

3 
elements 

253 X 71 
169 X 85 
169 X 85 

the finite element simulations 

4 
elements 

289 X 61 
193 X 73 
193 X 73 

5 
elements 

361 X 61 
241 X 73 
241 X 73 

6 
elements 

361 X 51 
241 X 61 
241 X 61 

7 
elements 

421 X 51 
281 X 61 
281 X 61 
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Fig. 2(6) 

Fig. 2 Dimensionless streamlines lilustrating the flow field in tlie case of tlie rectangular rougliness. The 
values of the two streamlines in all recirculation regions are: -0.001 and -0.01. The values of the remaining 
streamlines from left to right starting with the solid wall are: 0.0,0.01, 0.05,0.1,0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 
0.45, 0.5. (a) Seven roughness elements under the droplet, (b) two roughness elements under the droplet. 

scheme was applied for the integration of the residue. The inte
grations on each element were performed using the Hammer 
direct integration technique on a triangle with 6 points. The 
final linear system was solved using the classical Gauss direct 
method. 

The final grid fineness for each case considered corresponds 
to a maximum number of nodes in the r-direction and z-direc-
tion reported in Table 2. The standard convergence test, using 
progressively smaller grid sizes, has been performed. The final 
choice was a compromise between computational time require-

Flg. 3(s) 

Fig. 3(b) 

Fig. 3 The effect of the cavity depth on the flow field, (a) Cavity depth is twice the cavity length, (b) cavity 
depth is on fifth the cavity lengtli. The values of the streamlines are identical to those In the caption of 
Fig. 2. 
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ment and precision. Using finer grids left the results practically 
unchanged (within one percent). Quantitative evidence of error 
testing is offered in Table 3 for the case of seven rectangular 
roughness elements under the droplet. Note that Nr and Â^ de
note the number of nodes per block in each cell in the radial 
and axial directions, respectively. Table 3 reports the results on 
the vapor layer thickness normalized with respect to the thick
ness corresponding to the finest grid (Â ^ = M = H ) , which 
was used throughout this study. The difference in the vapor 
film thickness obtained between the node fineness used in the 
computations herein and other coarser arrangements in Table 3 
is indeed negligible. For example, going from Nr = 9, N, = 1 
to Nr = N^ = 11 changes the vapor film thickness by less than 
0.3 percent. Similar results were found in error tests performed 
in all the roughness geometries studied in this paper. 

An iterative technique was used to obtain the final value 
of 6 using successive corrections of «o combined with self-
adjustment of the mesh to account for each value of 6 coiTe-
sponding to the corrected value of MQ according to equation 
(14). Therefore u,v, and P were calculated at each step through
out the entire computational domain. In these calculations, the 
vapor film expansion length past the droplet periphery was cho
sen equal to R (L = IR in Fig. 1). The thickness of the expan
sion vapor film above the bottom of the droplet used in the 
calculations was equal to 8. More specifically, with reference 
to the rectangular roughness (Fig. \) 6i = 26 + dll. This value 
of 62 was obtained after a trial and error process and it satisfies 
the criterion that no significant change in the results occurs for 
larger values of bi. In addition, the chosen value of 62 agrees 
with the analogous value of Fatehi and Kaviany (1990) for the 
case of Leidenfrost boiling over a porous surface. An under-
relaxation coefficient equal to 0.5 was implemented to improve 
the convergence process on Uo. The convergence criterion 
adopted was 10"'' on the normalized value of 6 between any 
two successive computations of the velocity and pressure fields. 

5 Discussion of Results 
Methanol was chosen as the example fluid for the numerical 

simulations after Avedisian and Koplik (1987) and Fatehi and 
Kaviany (1990). The relevant dimensions and thermophysical 
properties are defined as follows: p = 0.74 kg m"', pi - 113 
kgm-',Ai = 204 X 10-^kgm"' s-\k = 3.33 X lO^^Wm"' 
K"' , h„ = 1107.7 KJ kg - ' , T,,^ = 337.7 K, T„ = 650 K, «o = 
5 X 10-^ m. The presentation of the results starts with the flow 
field over the square roughness shown in Figs. 2 (a, &). Clearly, 
the effect of the roughness on the flow field is significant. Focus
ing on Fig. 2(fl), it is immediately observed that the vapor flow 
penetrates inside each roughness cavity. A recirculation quickly 
develops at the bottom of each cavity. This recirculation be
comes stronger as the flow moves outward and approaches the 
droplet periphery. 

Upon exiting from underneath the droplet (not shown for 
brevity), the vapor flow expands. Interestingly, the recirculation 
pattern outside the area covered by the droplet exhibits little 
dependence on the radial distance. Also, the penetration of the 
parallel flow on top of the roughness elements inside the 
roughness cavities, is significantly less due to the absence of 
the phase change interface and the vaporization velocity in the 
axial direction in the region of the flow domain that is not 
covered by the droplet. Figure 2{b) illustrates the effect of the 
relative size of the droplet and the square roughness elements. 
As the droplet size decreases (two roughness elements are pres
ent underneath the droplet in Fig. 2{b), compared to seven 
roughness elements in Fig. 2(a) the recirculation inside the 
cavities in the region Q < r < R disappears. On the other hand, 
the flow pattern in the region R < r < Li& little affected by 
the decrease in the droplet diameter relative to the roughness 
size. The flow penetration inside the cavities under the droplet 
is enhanced as the droplet diameter decreases (going from Fig. 
2(a)toFig. 2(fe). 

1.0 

0.8 

0.6 

. ""5̂  '̂̂"̂̂  
,,-•''' 

r=d/2 
r=3d/4 

~ ~ - x 

-

0.4 

0.2 

0.0 

V/Vo 
Fig. 4 Velocity profiles for the rectangular roughness case correspond
ing to Fig. 2(a) right before, at the center and right after the first cavity 
under the droplet. 

As discussed earlier, the droplet was approximated with a 
hemisphere throughout this study. This approximation leads to 
the presence of a sharp corner in the location where the lateral 
surface meets the bottom of the droplet. However, in reality, 
surface tension rounds off this corner. One may even anticipate 
that surface tension imposes a related increase in the vapor layer 
thickness near the outer edge of the bottom region. To assess 
the importance of these facts additional numerical runs (not 
shown here due to space limitations) were performed guided 
by the droplet photographs reported by Avedisian and Koplik 
(1987). These simulations were performed for a configuration 
and a set of parameters that are identical to that of Fig. 2 
with the exception that the droplet corners were rounded (the 
rounding was guided by the photographic evidence of Avedisian 
and Koplik (1987)). The results indicated that the presence of 
the round corners leaves the flow field practically unchanged. 
In addition, the calculated thickness of the vapor film S/RQ in 
Fig. 2(a) (sharp comer) was 0.0265 compared to 0.0262 for 
the identical case but with rounded comers. The above findings 
clearly indicate that neglecting the roundness of the edge at the 
bottom of the droplet does not seriously affect the results on 
the flow field, while it simplifies the modeling process. 

The effect of the roughness depth on the flow field is shown 
in Figs. 3(a, h). Seven roughness elements are present in this 
case, much like in Fig. 2(a) . However, the roughness elements 
are rectangular to illustrate the change in roughness depth. The 
depth of each cavity in Fig. 3(a) is twice that of Fig. 2(fl). A 
stronger recirculation develops in the system immediately; it is 
present in the first cavity away from the centerline unlike in 
Fig. 2(a) . The channel flow on top of the roughness penetrates 
less inside each cavity. No recirculation regions, for all practical 
purposes, are observed in the entire flow domain if the 
roughness size is reduced to one fifth that of Fig. 2(a) , as 
shown in Fig. 3(b). Here, the presence of the roughness simply 
causes a downward bending of the streamlines over each cavity. 

Figure 4 shows radial velocity profiles right before, at the 
center and right after the first cavity away from the centerline 
of the geometry in Fig. 2 ( Q ) . We observe a significant accelera
tion of the flow as the gas moves downstream. More specifically, 
the maximum velocity right after the first cavity (r = 3d/4) is 
three times larger than the average velocity right before this 
cavity (r = d/4). The velocity profile at r = d/2 reflects the 
fact that the flow penetrates inside the cavity (a negligibly small 
recirculation existed in the cavity for r = ii/2). In the velocity 
scales of Fig. 4 the negative velocities corresponding to this 
recirculation region are Invisible. 
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Fig. 5 Dimensionless streamlines illustrating the flow field in the case of the semi-cylindricai roughness. 
The values of the streamlines are identical to those in the caption of Fig. 2. 

Fig. 6 Dimensionless streamlines illustrating the flow field in the case of the triangular roughness. The 
values of the streamlines are identical to those in the caption of Fig. 2. 

Figures 5 and 6 show the flow field in the vapor region for 
two other basic roughnesses; a semi-cylindrical and a triangular 
roughness, respectively. The basic features present in the rectan
gular roughness flow field exist here as well and will not be 
repeated, for brevity. It is worth noting, however, that in both 
cases the recirculation regions are very limited. 

In Fig. 7 the predictions of the microscopic and macroscopic 
models on the vapor layer thickness ((5) are compared and the 
effect of the relative size of the droplet and the roughness ele
ments on 8 is shown. Clearly, increasing the size of the droplet 
relative to the size of the roughness elements (increasing the 
number of roughness elements under the droplet) thickens the 
vapor layer. This effect is weak for the rectangular and semi-
cylindrical roughnesses but it is strong for the triangular 
roughness. The predictions of the macroscopic model are the 
best for the rectangular roughness, good for the semicylindrical 
roughness and not good for the triangular roughness. The two 
diamond symbols correspond to the case of the rectangular 
roughness with seven elements under the droplet and they show 
the effect of roughness depth on 8. Decreasing the cavity depth 
from dl2 to dl5 and finally to rf/10 increases the thickness of 

0.03 

0.02 

C/0 

0.01 

0.00 

.-V--
..-•V--

..---V 

moah MACRO 
rectangle MACRO 
seml-CflMer MACRO 

-W triangle MACRO 
-- smooth micro 
- D rectangle micro 
• Qsemi<ylinder micro 
•'^triangle micro 

0 rectangle micro 
• rectangle micro 

2 4 6 S 
NO. OF ROUGHNESS ELEMENTS UNDER THE DROPLET 

Fig. 7 The dependence of the roughness element size on the vapor 
layer thiclcness above the droplet and comparison of the microscopic 
and macroscopic model results 

the vapor layer. It is obvious from Fig. 7 that the presence of 
the roughness significantly affects the vapor layer thickness and 
the flow field and should be accounted for in studies of Leiden-
frost vaporization. 

Before closing this section, it is important to discuss the 
validity of the assumption following Eq. (14) that the heat 
transfer in the vapor film is conduction dominated. To this end 
the value of the Peclet number 

Pe 
Ua8pCp 

k 
(27) 

for the flow in the vapor film is estimated. Introducing the 
Reynolds number based on the vaporization velocity and the 
droplet radius (Re = UQRIV) the above expression becomes 

Pe = 
Ii8cp Re 

Rk 
(28) 

The simulations showed that 8 !« 0.03i? (or less) and that 
Re s 20. With these values, Eq. (28) results in the estimate 
that Pe < 0.8, which justifies the adopted assumption that con
duction is the dominant heat transfer mechanism in the vapor 
film. 

An additional assumption worth checking at this point is that 
of quasi-steady state conditions (after Avedisian and Koplik, 
1987 and Gotfried, 1966) based on which 8 was kept constant 
for each case studied. Utilizing the values of parameters and 
properties of the present study the evaporation time scale, r,, = 
Dropret Md&^lPUQ'KRI, was compared to the flow time scale, T/ 
= RQIUO. It was found that TelTf = O(IO^). This justifies the 
quasi steady-state assumption. 

Finally, experimental verification of the results in this paper 
is desirable and it is a recommended topic of future research. 
Since this study focuses on the fluid dynamics of the phenome
non of interest, relevant experimental results are those on the 
velocity field and the vapor thickness under the droplet. We 
were not able to locate such results in the literature, even for a 
smooth surface (in the absence of the roughness elements). 
Note, however, that in the limit of a smooth surface the macro
scopic model of the present study reduces to an expression 
identical to that of Avedisian and Koplik (1987) and Gotfried 
etal. (1966). 
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6 Conclusions 

In this paper a theoretical study is reported on the effect of 
surface roughness on the vapor flow field underneath a droplet 
undergoing Leidenfrost vaporization. Three basic axisymmetric 
roughnesses were examined: rectangular, semicylindrical, and 
triangular. The problem was solved both by using a macroscopic 
approach in which the roughness was replaced by a Beavers-
Joseph slip condition, as well as by using a microscopic ap
proach in which the flow equations were solved at the roughness 
level. 

It was found that in all cases the presence of the roughness 
significantly affects the flow field. Flow penetration into the 
roughness cavities was observed in all cases. In the case of the 
rectangular roughness sizable recirculation regions were present 
in these cavities. These regions gradually disappeared as the 
roughness size decreased. The recirculation regions were less 
significant in the case of the semi-cylindrical and triangular 
roughnesses. Axial velocity profiles showed large accelerations 
near the centerline of the flow field. The thickness of the vapor 
layer above the roughness increases as the size of the droplet 
relative to the size of the roughness increases. This effect is 
more significant for the triangular roughness. Decreasing the 
height of the roughness elements increases the vapor layer thick
ness above the roughness. 

In short, the presence of the roughness (its size as well as 
its geometry) severely affects the flow field under the droplet 
and should be taken into account in studies of Leidenfrost vapor
ization. 

Acknowledgment 

Most of the work in this paper was performed when one of 
the authors (D.P.) was on Sabbatical leave from UIC at IMFT 
Toulouse. He wishes to acknowledge the warm hospitality of 
everyone at IMFT and the delightful discussions he had with 
Dr. Serge Bories (director of research) on science and life in 
general. We also would like to acknowledge the constructive 
input of the three anonymous reviewers of the paper. 

References 
Avedisian, C. T., and Koplik, J., 1987, "Leidenfrost Boiling of Methanol 

Droplets on Hot Porous/Ceramic Surfaces," Int. J. Heat and Mass Transfer, Vol. 
30, pp. 379-393. 

Baumeister, K. J., and Simon, F. F., 1973, "Leidenfrost Temperature—its 
Correlation for Liquid Metals, Cryogens, Hydrocarbons and Water,'' ASME Jour-
nal of Heal Transfer, Vol. 95, pp. 166-173. 

Beavers, G. S., and Joseph, D. D., 1967, "Boundary Conditions at a Naturally 
Permeable Wall," Journal of Fluid Mechanics, Vol, 30, pp. 197-207. 

Bell, K. J., 1967, "The Leidenfrost Phenomenon: A Survey," Chemical Engi
neering Progress Symposium Series, Vol. 63, pp. 73-82. 

Chandra, S., and Avedisian, C. T„ 1991, "On the Collision of a Droplet With 
a Solid Surface," Proceedings of the Royal Society of London A, Vol. 432, pp. 
13-41. 

Chandra, S., and Avedisian, C. T,, 1992, "Observations of Droplet Impinge
ment on a Ceramic Porous Surface," International Journal of Heat and Mass 
Transfer, Vol. 35, pp. 2377-2388. 

Fatehi, M., and Kaviany, M., 1990, "Analysis of Levitation of Saturated Liquid 
Droplets on Permeable Surfaces," International Journal of Heat and Mass Trans
fer, Vol. 33, pp. 983-944. 

Gotfried, B. S., Lee, C. J., and Bell, K. J., 1966, The Leidenfrost Phenomenon; 
Film Boiling of Liquid Droplets on a Flat Plate," International Journal of Heat 
and Mass Transfer. Vol. 9, pp. 1167-1187. 

Journal of Fluids Engineering JUNE 1995, Vol. 1 1 7 / 5 2 5 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cloumal of 
Huids 

Exigineering echnical 

Surface Roughness Effects on 
Induced Flow and Frictional 
Resistance of Enclosed 
Rotating Disks 

Andreas Poullikkas ̂  

Introduction 
Disk friction losses in a pump are caused by the fluid flow 

in the gap between the impeller and the casing wall as in Fig 
1. The classical method of determining these losses is by using 
a thin plain disk rotating in a close fitting close casing. Rotating 
disks can be classified in two broad categories: 

(i) Free disk, a disk which rotates in a fluid mass of infinite 
extent and initially at rest. When the disk is rotating 
fluid is drawn axially toward the disk and is centrifuged 
off its periphery as a spinning boundary layer. There 
is no angular momentum in the approach flow so the 
friction torque is equal to the angular momentum cast 
off in the boundary layer, 

(ii) Enclosed disk, a disk which rotates within a chamber of 
finite dimensions. When the disk is rotating the whirling 
flow cast off its periphery eventually returns to the 
disk retaining some of its angular momentum. For this 
reason the friction torque on enclosed disks is less than 
that on free disks. 

This investigation concerns the latter case which includes the 
kinds of conditions encountered in centrifugal machinery where 
problems of disk friction torque and power loss are related to 
the circulation and secondary flows induced by the rotating 
elements. These induced flows are dependent on the geometries 
of the rotating element and its enclosure and furthermore on 
the leakage flowrate. The investigation reported here is an at
tempt to develop a new empirical equation by examining disks 
with different surface roughnesses within an axially symmetric, 
right circular cylinder of variable length. There have been sev
eral previous studies of this problem, leading to limited correla
tion between disk friction values and theory. 

A new approximate solution was developed using the princi
ples of dimensional analysis and tested against the measured 

data. Experimental data were obtained for the following vari
ables: 

(i) Axial clearances between the disk and the end walls 
of the casing were varied in a number of finite steps 
over a range S/R ratios from 0.0333 to 0.1267. 

(ii) The tip clearance was constant at t/R ratio of 0.1467 
for all runs. 

(iii) The disk Reynolds number was constant at Re of 3.83 
X 10* for all runs. 

(iv) Rotating disk surface roughness were varied at k„ of 
0.0261, 0.0163, and 0.0083 mm. 

(v) Centerline and peripheral flowrates were constant at 
QL of 1.63 X 10"' mVs. 

The flow regimes of an enclosed rotating disk can be classified 
as follows: 

(i) Regime I: Laminar flow, close clearance. Boundary 
layers on the rotor and stator are merged so that a 
continuous variation in velocity exists across the axial 
gap 5. 

(ii) Regime II: Laminar flow, separate boundary layers. 
The combined thickness of the boundary layers on the 
rotor and stator is less than the axial gap S. Between 
the boundary layers is a core region in which no change 
in velocity is expected to occur. 

(iii) Regime III: Turbulent flow, close clearance. The turbu
lent counter-part of Regime I, for higher Reynolds 
numbers and turbulent flow on the circular surfaces. 

(iv) Regime IV: Turbulent flow, separate boundary layers. 
The turbulent counter-part of regime II. 

The experiments in the present report are based on Regime IV 
which is the more likely to occur in centrifugal machinery. 

New Empirical Solution 

It is generally accepted that there is not an exact mathematical 
model that can predict the disk friction, therefore a number of 
empirical equations, depending on experimental results, were 
suggested by many researchers (Bennet and Worsten, 1960; 
Daily and Nece, I960; Watabe, 1965). Figure 2 is the graphical 
presentation of the experimental results and the results obtained 
by Daily and Nece (1960a) equation, which is generally ac
cepted as the most accurate: 

0.102(5//;)° 

Re"'^ 
(1) 
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The factor of roughness is clearly shown and therefore an 
expression involving the surface roughness of the disk, k„, 
seemed to be attractive. 

The following gives a new approximate expression of the 
disk friction coefficient c„, of an enclosed rotating disk involving 
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impeller 

Table 1 Rotating disks data 

Fig. 1 Disk friction losses In centrifugal pump 
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Fig. 2 Comparison of experimental results and approximate theory, 
c_ versus S/R 

the surface roughness parameter k„. Using the principles of 
dimensional analysis the following relationship can be written: 

^<=--{(f)'©-(ie:' 
It is generally accepted that for regime IV, the disk friction 

coefficient c„ is a function of the Re""^ Moreover, following 
Daily and Nece (1960a) approximate analysis, CmRe"̂  versus 
(5//?)° ' can be plotted, which appears to be a straight line for 
all the combinations tested. The mean gradient agreed with the 
(fc„/i?)"" ratio in all cases between 0.08 to 9.7 percent. There
fore it is possible to write that: 

/fc„\°" (S/R)° 
Re" 

(2) 

Experimental Work 
The general layout of the test stand is indicated in Fig. 3. A 

30-hp direct-current motor with a 125-2000 rpm speed range 

Peripheral flowrale 
DC Motor 

Straia gauges Water out 

Fig. 3 General layout of the test stand 

Disc No 
1 
2 
3 

R (mm) 
150 
ISO 
150 

b (mm) 
10 
10 
10 

K f"^) 
0.0261 
0.0163 
0.0083 

served as the drive unit. Shaft speed was measured by means 
of a revolution counter and a digital readout. The motor was 
directly coupled to a 50 mm diameter shaft to which inter
changeable disks could be attached. Three different surface 
roughnesses disks of 150 mm OD and 10 mm thickness were 
used, as indicated in Table 1. 

The test fluid was water and a typical leakage flow for a 
centrifugal pump was allowed during the tests. Although the 
actual leakage flow is the one indicated in Fig 1, two typical 
alternatives for a rotating disk were studied, as in Fig 4: 

(i) Flow at the centerline 
(ii) Flow at the peripheral 

The temperature of the water at inlet and outlet was monitored 
for all test runs by two thermocouples connected to a multichan
nel digital readout. Torques were measured by means of bonded 
foil strain gauges. They were positioned on the shaft to give 
maximum sensitivity to the strains produced by torsion. Four 
gauges were placed at angles of 45° from the shaft center line, 
the resulting bridge circuit registering torsional stresses only. 
Voltage differences from this circuit were taken off through 
slip rings mounted on the shaft and a dial indicator served as 
the indicating device. Such arrangement is fully temperature 
compensated, achieves maximum sensitivity for a given torque, 
and provides automatic compensation for bending and axial 
loads. 

As suggested by Worster (1957), Bennett and Worster 
(1960), and Varley (1961) some of the disk friction power 
eventually returns to the impeller and helps to combat the vol
ume loss. For the purposes of this experimental investigation, 
the proportion of the disk friction power, which is added to the 
impeller power, was assumed to be equal with the volume 
losses. Therefore the loss analysis concentrated only on mechan
ical loss, disk friction loss, and leakage loss. The mechanical 
torque losses were determined by running the machine without 
the disk and with no water in the casing. Since the torque 
transducer was mounted between the two bearings the only 
mechanical torque losses measured were due to the bearing 
before the casing. It was also assumed that the leakage torque 
losses were in the order of 11.5 percent of the total torque 
losses. The total torque losses were measured by running the 
disk in the water under the specified conditions. 

The flow rate was measured by means of a variable area 
flowmeter of an orifice and plug meter type. Water was taken 
directly from the reservoir. A typical leakage flow for a centrifu
gal pump of 1.63 X 10^^ mVs was applied. This was calculated 
using I.S.O. data for a 315 mm diameter impeller. The leakage 
flow rate was kept constant for all runs. 

S i t ^ S 

(a) Flow at peripheral (b) Flow at centreline 

Fig. 4 Altemative flowrates for a rotating disk 
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Table 2 Precision of test loop instrumentation 

Measuremeat 

Speed 

Torque 

System temperatures 

Range 

0-3000ipm 
0-201b.fl 
0 -150 "C 

Accunincy 

i 1 rpm 
± 0.01 Ib.fl 
±2°C 

Discussion 
Figure 2 is the graphical presentation of the results obtained 

during tests and the results obtained by Eq. (2) for the S/R 
ratios and disk surface roughnesses tested. In the above equation 
the effect of surface roughness ka is introduced. The shape of 
the curve is exactly the same as Daily and Nece (1960a) Eq. 
(1), but c,„ changes for different disk surface roughnesses from 
2.70 X 1 0 ' ' to 4.51 X 10 " \ It can be seen that as the S/R 
ratio increases, c„ increases too and in addition, as the disk 
surface roughness increases the curve is shifted upwards, giving 
higher values for c^. In the case of disk surface roughness k^ 
of 0.0163 mm, the results obtained are identical to those pre
dicted by Eq. (1). This indicates that the surface roughness of 
the disk that Daily and Nece (1960a) used for their tests was 
around 0.0163 mm. 

The precision of measurement of parameters recorded for 
each test condition is described in Table 2. The percentage of 
the fractional error (Holman, 1994) varied between 1.53 and 
1.54 for c„ between 2.5 X 10"' and 4.5 X 10^'. The tests were 
repeated 5 times for each S/R ratio, disk surface roughness, and 
flow combinations. In both cases—flow at centerline and flow 
at peripheral—as the disk surface roughness increases the curve 
is shifted upwards giving higher values for c„. In addition, the 
c„ values at the peripheral flowrate were lower than at the 
centerline flowrate. Experiments from many researchers have 
indicated that an optimum S/R ratio exist giving a minimum 
c„. This optimum ratio appeared to be between 0.010 to 0.015 
for a Re of lO*". Also, it was indicated that a second optimum 
S/R ratio may occur greater than the above S/R that will give 
also a second minimum value for c„. At the centerline flow, 
the minimum value for the c„ appeared when the S/R ratio was 
at the minimum of 0.0133 verifying that for smaller S/R ratios 
an optimum ratio may exists. At the peripheral flow, the mini
mum value for c„ appeared when the S/R ratio was at the 
minimum of 0.0133 verifying once again that for smaller S/R 
ratios an optimum ratio may exist. Moreover a second optimum 
S/R ratio occurred at 0.0600 giving a second minimum value 
for c„. 

For the roughest disk with a surface roughness of 0.0261 mm 
the approximate theory calculation appeared to be between the 
experimental results with an error of -8.63 to 5.06 percent. 
Daily and Nece equation (1960) is well below the experimental 
results. The experimental results for the disk surface roughness 
of 0.0163 mm appeared to be lower than the approximate theory 
calculation with an error of 1.27 to 6.01 percent. Daily and 
Nece (1960) equation coincide with the approximate theory as 
explained before. For the disk with a surface roughness of 
0.(D083 mm the approximate theory calculation appeared to be 
between the experimental results, at the beginning, and then 
sUghtly higher with an error of 5.03 percent to -6.57 percent. 
Daily and Nece equation is well above the experimental results. 

Conclusions 
The following general conclusions may be drawn from this 

study, associated with the rotation of different surface 
roughnesses disks, and, in general, with disk friction losses 
occurring in centrifugal pumps: 

(i) Disk friction coefficient c„ increases with the disk sur
face roughness k^. 

(ii) Disk friction coefficients c„ at the peripheral flowrate 
were lower than those on the centerline. 

(iii) At the peripheral flow a second optimum S/R ratio of 
0.0600 was observed, 

(iv) Suggested empirical equations by other researchers 
agreed with experimental results only in the case of 
disk surface roughness of 0.0163 mm. 

(v) The approximate solution leads to the empirical Eq. 
(2), which can predict the experimental results with 
an error of —8.63 to 6.01 percent. 
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Table 2 Precision of test loop instrumentation 

Measuremeat 

Speed 

Torque 

System temperatures 

Range 

0-3000ipm 
0-201b.fl 
0 -150 "C 

Accunincy 

i 1 rpm 
± 0.01 Ib.fl 
±2°C 

Discussion 
Figure 2 is the graphical presentation of the results obtained 

during tests and the results obtained by Eq. (2) for the S/R 
ratios and disk surface roughnesses tested. In the above equation 
the effect of surface roughness ka is introduced. The shape of 
the curve is exactly the same as Daily and Nece (1960a) Eq. 
(1), but c,„ changes for different disk surface roughnesses from 
2.70 X 1 0 ' ' to 4.51 X 10 " \ It can be seen that as the S/R 
ratio increases, c„ increases too and in addition, as the disk 
surface roughness increases the curve is shifted upwards, giving 
higher values for c^. In the case of disk surface roughness k^ 
of 0.0163 mm, the results obtained are identical to those pre
dicted by Eq. (1). This indicates that the surface roughness of 
the disk that Daily and Nece (1960a) used for their tests was 
around 0.0163 mm. 

The precision of measurement of parameters recorded for 
each test condition is described in Table 2. The percentage of 
the fractional error (Holman, 1994) varied between 1.53 and 
1.54 for c„ between 2.5 X 10"' and 4.5 X 10^'. The tests were 
repeated 5 times for each S/R ratio, disk surface roughness, and 
flow combinations. In both cases—flow at centerline and flow 
at peripheral—as the disk surface roughness increases the curve 
is shifted upwards giving higher values for c„. In addition, the 
c„ values at the peripheral flowrate were lower than at the 
centerline flowrate. Experiments from many researchers have 
indicated that an optimum S/R ratio exist giving a minimum 
c„. This optimum ratio appeared to be between 0.010 to 0.015 
for a Re of lO*". Also, it was indicated that a second optimum 
S/R ratio may occur greater than the above S/R that will give 
also a second minimum value for c„. At the centerline flow, 
the minimum value for the c„ appeared when the S/R ratio was 
at the minimum of 0.0133 verifying that for smaller S/R ratios 
an optimum ratio may exists. At the peripheral flow, the mini
mum value for c„ appeared when the S/R ratio was at the 
minimum of 0.0133 verifying once again that for smaller S/R 
ratios an optimum ratio may exist. Moreover a second optimum 
S/R ratio occurred at 0.0600 giving a second minimum value 
for c„. 

For the roughest disk with a surface roughness of 0.0261 mm 
the approximate theory calculation appeared to be between the 
experimental results with an error of -8.63 to 5.06 percent. 
Daily and Nece equation (1960) is well below the experimental 
results. The experimental results for the disk surface roughness 
of 0.0163 mm appeared to be lower than the approximate theory 
calculation with an error of 1.27 to 6.01 percent. Daily and 
Nece (1960) equation coincide with the approximate theory as 
explained before. For the disk with a surface roughness of 
0.(D083 mm the approximate theory calculation appeared to be 
between the experimental results, at the beginning, and then 
sUghtly higher with an error of 5.03 percent to -6.57 percent. 
Daily and Nece equation is well above the experimental results. 

Conclusions 
The following general conclusions may be drawn from this 

study, associated with the rotation of different surface 
roughnesses disks, and, in general, with disk friction losses 
occurring in centrifugal pumps: 

(i) Disk friction coefficient c„ increases with the disk sur
face roughness k^. 

(ii) Disk friction coefficients c„ at the peripheral flowrate 
were lower than those on the centerline. 

(iii) At the peripheral flow a second optimum S/R ratio of 
0.0600 was observed, 

(iv) Suggested empirical equations by other researchers 
agreed with experimental results only in the case of 
disk surface roughness of 0.0163 mm. 

(v) The approximate solution leads to the empirical Eq. 
(2), which can predict the experimental results with 
an error of —8.63 to 6.01 percent. 
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based on the Cebeci-Smith and Baldwin-Lomax models; both 
models are shown to give identical results when the model Cc,, 
has a specific analytical form. 

I Introduction 
In the numerical computation of turbulent boundary-layer 

flows, algebraic eddy viscosity models are often the most com
mon choice in Navier-Stokes computer codes. Although such 
models are known to have certain deficiencies, their relative 
simplicity leads to minimum requirements in computer time 
and storage. In addition, the predicted results are often quite 
credible, at least for attached turbulent boundary layers on a 
smooth surface. Two formulations in extensive use are the Ceb
eci-Smith (1974) and Baldwin-Lomax (1978) models, which 
utilize the same mixing length model for the inner part of the 
boundary layer but a different eddy viscosity model in the outer 
part. The outer portion of the Cebeci-Smith model contains 
the displacement thickness 6* as what is, in effect, a local 
representative length scale for the boundary layer. However, 
for a number of configurations, such as various internal flows 
or a boundary layer encountering a streamwise feature like a 
backward-facing step, the determination of 6* can be problem
atic. For this reason, Baldwin and Lomax (1978) introduced 
another outer length scale and determined constants in the new 
model by comparison with numerical solutions for constant 
pressure boundary layers at transonic speeds produced using 
the Cebeci-Smith (1974) model. The model has been applied 
to a wide variety of two- and three-dimensional flows, with and 
without boundary layer separation (see, for example, Baldwin 
and Lomax, 1974; Visbal and Knight, 1984; King, 1987) with 
varying, but in many cases acceptable, levels of success. 

Over the years, other suggestions have been put forward for 
the modeling constants in the Baldwin-Lomax model (see, for 
example, Visbal and Knight, 1984) and it has been hypothesized 
that a variation in the constants is necessary to account for 
compressibility with increasing mainstream Mach number M„. 
The question of compressibility will be addressed here subse
quently. At transonic speeds, compressibility effects in a con
stant pressure boundary layer are relatively small when com
pared to a purely incompressible flow (M™ - ^ 0 ) . In this note, 
a systematic way of determining the model constants in the 
Baldwin-Lomax (1978) model is described. It is shown that 
analytical solutions can be obtained for constant pressure turbu
lent boundary layers and with the appropriate choice of the 
model constants, both models give the identical solution. The 
resulting analytical formula give results that are close to those 
originally estimated by Baldwin and Lomax (1978). The pres
ent results may be of some utility in parametric studies, particu
larly in three-dimensional flows, where model constants are 
sometimes varied. 

II Formulation 
The equations governing a two-dimensional incompressible 

boundary layer at constant pressure may be written 

where T is 

du 

dx 

du 
+ V = 

dy 

dT 

dy' 

a total stress defined b> 

T = 
I 

= (7 + 
du 

du 

dx 

a = 

dv _ 

dy 

- J T V 

0, 

Ke.dy 

(1) 

(2) 

In these equations, all lengths and velocities are dimensionless 
with respect to a characteristic length L%f and a speed Ufa and 
the Reynolds number is defined by Re = U%fL%tlv, where v 

is the kinematic viscosity. In an eddy viscosity model, the Rey
nolds stress is expressed in the form 

-pu'v' = t 
du 

d^ 
(3) 

where e is the eddy viscosity function. In both the Cebeci-Smith 
and Baldwin-Lomax models, an inner eddy viscosity defined 
by 

e,- = p{Ky1)y\uj\, i)=l- exp ( - y V A * ) , (4) 

is used, where p is the density, K is the von Karman constant, 
and CO = —du/dy is the vorticity; thus the inner model is a 
mixing length model. In addition, "D is the van Driest damping 
factor, where A^ = 26 and y* is the scaled inner coordinate 
defined by 

y+ = Re u^y. u^ 
1 du 

Re 5)^ 
(5) 

with u^ being the dimensionless friction velocity. In the outer 
region, an eddy viscosity formula is employed with 

e„ = pKU,6*Fu,,, F„,, = | 1 + 5.5^Jj | , (6) 

for the Cebeci-Smith model, where K is the Clauser constant 
having a value of 0.0168; Ue is the velocity at the boundary-
layer edge, Fueh is an intermittency correction, and 6 is the 
boundary-layer thickness. The intermittency correction repre
sents a curve fit which Klebanoff (1954) originally represented 
in terms of an error function. In the Baldwin-Lomax model, the 
outer eddy viscosity formula is 

e„ - pKCcpF^.^YiFi cp^ wuke^ klsh^ (7) 

where again K = 0.0168, C^.p is a constant, and F„ake = 
yinaxf (ymas); hcrc y^ax dcHotcs the location where the function 

F = y\du/dy\'l). (8) 

reaches an absolute maximum. In addition, the intermittency 
factor is modified to the form 

'-'b^'iifJY' (9) 

where CkM is a constant. In both models the inner formula (4) 
is joined to either of the outer formula (6) or (7) at the location 
where both are equal. Baldwin and Lomax (1978) originally 
suggested values of C^p =1 .6 and Qj^i = 0.3 and in subsequent 
work, other authors have used different values of the constants; 
for example, Visbal and Knight (1984) suggest C^p = 1.2 and 
Ckieb = 0.65 for incompressible flow (M„ -• 0) and Ccp = 2.08 
for an adiabatic supersonic flow at Moo = 3. A recent study by 
He et al. (1995) shows how the Baldwin-Lomax model can be 
extended to variable density flows with and without heat transfer 
well up into the low hypersonic range (Moo ~ 10) using univer
sal values of the constants. Here the objective is to establish 
the base values of the modeling constants, and this is accom
plished by a comparison of equilibrium velocity profiles in a 
constant pressure flow. 

To start with, the intermittency portion of the model, F^ieh, 
will be taken equal to unity; this term is known to have very 
little effect on the shape of the velocity profile, or the critical 
features of the turbulence models. In the limit Re -> t», it is 
well known that the turbulent boundary layer is a composite 
double layer consisting of an outer defect layer and an inner 
wall layer. In the outer layer, the velocity is of the form 

9F, 
U = Ue -^ U^ — 1-

dr] 
(10) 

where the defect function dF^ldri is a function of the scaled 
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variable rj = y/A„ for a self-similar flow, with Ao = Ao(x, 
Re) proportional to the local boundary-layer thickness; for a 
constant pressure flow A^ can be defined by A,, = Ue6*lu<if 
(Fendell, 1972). The defect function must satisfy the boundary 
conditions 

dF\ 

dr] 

1 
log ri + C„ as 7? -> 0; 

dFi 

dri 
0 as rj • (11) 

where C„ is a constant. The first of these conditions is required 
to match the "law of the wall" in the wall-layer solution, while 
the second is the statement of matching to the external main
stream. In the wall layer, the velocity is a function of the scaled 
variable y'^ defined in Eq. (5) , and the velocity profile is such 
that u = u^U'^iy'^) + ..., with 

U* = Q at y"- = 0, 

K 
as (12) 

Here C, is a constant generally supposed to have a universal 
value of C, = 5.0. It is easily shown that the convective terms 
in Eq. (1) are negligible in the thin wall layer, which is therefore 
a constant stress layer with T = T„ = u%. This serves to deter
mine the equation for the velocity profile in the inner region, 
and with the model (4) it is easily verified that 

dir_ 
dy-

+ K^y^^' ••"m = 1, (13) 

which can be integrated using conditions (12) to find U'^iy'^). 
For large y" ,̂ the damping factor •© approaches unity and 

from Eq. (4) , the inner eddy viscosity becomes linear in y^. 
Thus the eddy viscosity for the outer part of the boundary layer 
may be written as e = UeS*€ where e is the simple ramp function 

X. V > rj^ 
(14) 

where r]„ = X/K, X = K = 0.0168 for the Cebeci-Smith model 
and X = KCcpymmPttmJUe&* for the Baldwin-Lomax model. In 
the outer layer, the viscous stress in Eq. (2) is negligible, and 
it is easily shown that the defect function satisfies 

dr] 

d^F, 

dn^ 
+ ri -—Y = 0. 

dr] 
(15) 

The solution satisfying conditions (11) is 

T 
dF\ 

dr] 

— e-^""'erfc 
2X vW\ r]>rj„ 

(16) 

— EA-\ + Co--[yo-\ogK}, r]&r]„, 
K \K I K 

where C„ is the outer region log-law constant given by 

Fig. 1 Variation of F for a constant pressure boundary layer for 
Re«' = 10,000 

error function and exponential integral, respectively, and y,, = 
0.577215 . . . is Euler's constant. 

To determine the value of x in Baldwin-Lomax model re
quired to reproduce the Cebeci-Smith model, it is necessary to 
calculate the function F in Eq. (8). A composite profile for the 
entire boundary layer is formed as follows: 

u = U, + u. 
dF\ 

dr] 
U* - log y"* 

K 
(18) 

and the function F is plotted in Fig. 1 for Rê * = 10,000; here 
Msis is evaluated from the relation 

- ^ = i l o g { R e , - } -H C, - C„ (19) 

which must be satisfied so that the inner and outer profiles in 
Eqs. (10) and (12) match (Fendell, 1972); in addition, Re^- = 
Re[/ei5*. The comer in F shown in Fig. 1 neary* ^ 1000 occurs 
at the point rŷ  = xl>^- It i^^y be noted that an absolute maxi
mum occurs in F in the outer part of the boundary layer, al
though local minima occur in the wall layer. For example, an 
extremum must occur in the overlap zone (for large y*) in 
view of the last of conditions (12). However, if the absolute 
maximum is always selected, ŷ ax occurs in the outer layer and 
can be chosen uniquely here and in flows with pressure gradient, 
except in some flows that involve separation (Visbal and 
Knight, 1984). Since the absolute maximum occurs in the outer 
layer, it suffices to examine the extrema of F = rjduldr], and 
using Eq. (15), it is easily shown that 

d^F^ 

dr]^ 

1 
— e 
X 

XI2K- 77 exp (-?7V2x), V > V-n 

exp (-r j /K), r] < r]„, 

C, = -\y,-logK + E,(X/K') 
K 

2x } } • (17) 

In Eqs. (16) and (17) erfc and E, denote the complementary 

(20) 

Therefore the maximum occurs well into the outer part of the 
boundary layer, and it is easily shown that this occurs at 77n,ax 
= V X • The corresponding values of F„,^^ and ŷ ax are 

' m a x = "*;^^''p{"K'^J)}' ym (21) 
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With X defined for both models following Eq. (14), it may 
easily be verified that both models are equivalent if 

C exp - 1 + -
2 V K 

(22) 

Upon substituting K = 0.40 and K = 0.0168, it follows that C,,, 
= 1.738, as compared to the original estimate Qp = 1 . 6 (Bal
dwin and Lomax, 1978). 

In obtaining the result (22), it has been assumed that the 
intermittency factor (9) is unity and it is of interest to determine 
if this factor has any significant influence on the location of 
^max- Consider the equivalent of (15) in the outer region r) > 
r]„ with the factor (9) included; this yields 

d^F, d [ X 
dvid + S.SCtie.v'hL.) df] + v 

d^F, 

drj^ 
= 0, (23) 

which is considerably more difficult to integrate analytically. 
However, the value of r]^^ occurs where r/F"' + F" = 0, and 
using this and Eq. (23), it can be shown that the maximum is 
located at 

TJmnx = A ^ + 1 6 . 5 C L * x " ' / ' 7 m a + (24) 

Thus the maximum is shifted only a minuscule amount from 
the value Tĵ ax = Vx calculated when the intermittency correc
tion is not used. Numerical solutions obtained with the intermit

tency correction show virtually no difference from the analytical 
solution (16). Thus there does not appear to be a basis for 
fixing Citieb at a value different from that indicated by Baldwin 
and Lomax (1978). 

I l l Conclusions 
In the present note, an expression for the constant C,, in the 

Baldwin-Lomax turbulence model has been determined analyti
cally. With a base value of the constant established, the recent 
study by He et al. (1995) shows how this model (as well as 
the Cebeci-Smith model) can be extended to account for the 
effects of variable density in supersonic flow without any 
changes in the modeUng constants. 
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Stability of Computational 
Algorithms Used in Molecular 
Dynamics Simulations 

Akira Satoh^ 

The present study focuses on a three-dimensional Lennard-
Jones system in a thermodynamic equilibrium in order to dis
cuss divergence processes, the relationship between time inter
vals and divergence times, and the influence of time intervals 
on thermodynamic quantities and transport coefficients under 
various number density and temperature. It is found that the 
velocities of molecules in a system gradually increase with time 
until the system suddenly diverges exponentially. The time inter
val-divergence time relationship can be expressed in approxi
mate terms as linear functions if the data are plotted on loga
rithmic scales, and the system diverges more easily as tempera
ture or number density increases. Thermodynamic quantities 
show the influence of large time intervals more clearly than do 
transport coefficients. 

1 Introduction 
Molecular dynamics (MD) is a molecular simulation method, 

and is a powerful tool for investigating physical phenomena at 
the microscopic level (Heermann, 1990). The appearance of 
supercomputers stimulates the application of MD methods to 
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fluids engineering fields, such as to internal structures of shock 
waves in liquids (Holian et al., 1980; Hofian, 1988; Tsai and 
Trevino, 1981; Satoh, 1993a), flow around a sphere (Satoh, 
1993b), flow around a cylinder (Rapaport, 1987; Satoh, 
1993c), Benard cell problems (Mareschal et al , 1988), and 
flow in a two-dimensional duct (Mo and Rosenberger, 1991). 

Computation time governs the successful application of MD 
methods to flow problems. These applications need to be ex
tended to larger molecular systems. A reduction in computation 
time may be attained by adopting an algorithm which can use 
large time intervals, and by using more efficient techniques for 
calculating intermolecular forces. Although many computa
tional algorithms have been presented, few studies have at
tempted to clarify the divergence properties of MD algorithms. 
Some studies discussed the relationship between energy fluctu
ations in systems and time intervals for various MD algorithms, 
while few studies discussed the relationship between divergence 
times and time intervals. Since divergence properties are not 
clearly understood in MD algorithms, the values for time inter
vals which have been empirically used for equilibrium simula
tions may also be adopted to simulate flow problems. If we 
simulate normal shock waves with such empirical time intervals, 
the results of number density profiles will seem reasonable, 
while pressure may be larger by some orders of magnitude. 
This is obviously due to too large time intervals, so that we 
cannot use the empirical time intervals used for thermodynamic 
equilibrium without sufficient reflection for flow problems. 

The purpose of this study is to clarify the relationship between 
divergence processes and time intervals, and the dependencies 
of divergence times on time intervals. These results are expected 
to provide guidance in determining values of time intervals in 
actual simulations, and also in developing a new algorithm that 
will not diverge easily. 

2 Microcanonical Ensemble Molecular Dynamics 

2.1 Lennard-Jones System and Velocity Verlet Algo
rithm. We assume a model system with number density Â  and 
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cuss divergence processes, the relationship between time inter
vals and divergence times, and the influence of time intervals 
on thermodynamic quantities and transport coefficients under 
various number density and temperature. It is found that the 
velocities of molecules in a system gradually increase with time 
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fluids engineering fields, such as to internal structures of shock 
waves in liquids (Holian et al., 1980; Hofian, 1988; Tsai and 
Trevino, 1981; Satoh, 1993a), flow around a sphere (Satoh, 
1993b), flow around a cylinder (Rapaport, 1987; Satoh, 
1993c), Benard cell problems (Mareschal et al , 1988), and 
flow in a two-dimensional duct (Mo and Rosenberger, 1991). 

Computation time governs the successful application of MD 
methods to flow problems. These applications need to be ex
tended to larger molecular systems. A reduction in computation 
time may be attained by adopting an algorithm which can use 
large time intervals, and by using more efficient techniques for 
calculating intermolecular forces. Although many computa
tional algorithms have been presented, few studies have at
tempted to clarify the divergence properties of MD algorithms. 
Some studies discussed the relationship between energy fluctu
ations in systems and time intervals for various MD algorithms, 
while few studies discussed the relationship between divergence 
times and time intervals. Since divergence properties are not 
clearly understood in MD algorithms, the values for time inter
vals which have been empirically used for equilibrium simula
tions may also be adopted to simulate flow problems. If we 
simulate normal shock waves with such empirical time intervals, 
the results of number density profiles will seem reasonable, 
while pressure may be larger by some orders of magnitude. 
This is obviously due to too large time intervals, so that we 
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equilibrium without sufficient reflection for flow problems. 
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of divergence times on time intervals. These results are expected 
to provide guidance in determining values of time intervals in 
actual simulations, and also in developing a new algorithm that 
will not diverge easily. 

2 Microcanonical Ensemble Molecular Dynamics 

2.1 Lennard-Jones System and Velocity Verlet Algo
rithm. We assume a model system with number density Â  and 
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Fig. 1 Divergence processes torn* = 0.6, T* = 15, and h' •• 0.006 

Let us concentrate our attention on the velocity Verlet algo
rithm (Allen and Tildesley, 1987) which is easy to handle and is 
relatively accurate. This algorithm advances molecular positions 
and velocities according to the following equations: 

r=H"+l = r.*" + ;,*„,*« + /,*2f i:n/2^ (1) 

t,j*"+i = vf" + (f ,*"+' + f r)h*/2, (2) 

in which fi* is the molecular position vector expressed as 
(xf, yf, z*), Vi* is the molecular velocity vector expressed as 
(vfi, vfi, vfi), f f is the force acting on the molecule ( from 
the ambient molecules expressed as ( / 5 , / ^ , f S), and h* is 
the time interval. The time step is denoted by the superscript n 
for simplicity. 

2.2 Transport Coefficients and Thermodynamic Quanti
ties. We also discuss the stability of MD algorithms in terms 
of the influence of time intervals on transport coefficients and 
thermodynamic quantities. The following summarizes transport 
coefficient expressions for evaluation by molecular simulations, 
the derivations of which are referred to in McQuarrie's textbook 
(1976). 

Viscosity: 

V* = Q 

I {J%it*)J*(0) + JUt*)JUO) + J*(t*)J*(0)} 

0 < /*(0)y*(0) + y*(0)7*(0) + /* (0 )y*(0) ) 
dt*. 

(3) 

in which 

r = 
{J%iO)J%(0) + J*(0)7*(0) + J*(0)J*(0)} 

2y*x* 
, (4) 

J%(t*) = I v*j >;*• + I S yf,/*.. (5) 

Diffusion coefficient: 

in which 

Co = 
( t 3 f ( 0 ) - U * ( 0 ) > 

(6) 

(7) 

The other notations are as follows: r% = (xj|, y%, zfk) = rf 
{x* xf, yf yf zt), f jl is the force of 

molecule k acting on molecule j , described as f j | = {f %, 
fyjic, f*k)' t* is the time and {*) represents the ensemble 
average. Note that the temperature T* is the time average of 
instant temperature. 

Besides, pressure, internal energy per unit mass, and constant-
volume specific heat are written as 

volume V, and take the Lennard-Jones molecule as a molecular 
model. The potential of this molecule, « ( r ) , is expressed as «(r) 
= 4e{(CT/r)'^ — (a/r)''], in which r is the distance between 
molecules. For Lennard-Jones systems, it is convenient to nor
malize each quantity by usual representative values (Allen and 
Tildesley, 1987). For example, lengths are normalized by a, 
and energies are normalized by e. From this point on, nondimen-
sional quantities are denoted by the superscript*. 

= n*T* + —iW*), 
N 

?* = -T* + - ( * * ) , 

2 T* N 

(8) 

(9) 

(10) 
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in which 

u*(r*) = 4 ( l / r * ' " - l/r***), 

w*{r*) = 2 4 ( - 2 / r * ' ' + l/r*'), 

i j>i I ^ ^ 
N N 

i J>i 

{(f i$*)2) = <$*2) _ ( $ * ) 2 . _ 

«* is the molecular number density and p* is the density. The 
derivations for these expressions are referred to in Allen and 
Tildesley's textbook (1987). 

3 Parameters for Simulations 

The simulation region is assumed to be a cube, and equilibra
tion procedures are carried out at up to 5,000 time steps using 
a sufficiently small time interval of h* = 0.0001. Desired tem
peratures can be obtained by scaling the molecular velocities 
every 500 time steps. Note that the temperature T* appearing 
in the following represents the prescribed temperatures, not the 
average temperatures obtained using the data after the equilibra

tion procedures are completed. The number of molecules, N, is 
108, unless otherwise specified, and the cutoff radius r * is 2.5. 

4 Results and Discussion 

4.1 Divergence Processes and Divergence Times. Fig
ure 1 shows a representative case where the system diverges. 
The results are obtained for n* = 0.6, T* = 15, and h* = 
0.006. Figure 1(a), (b) , and (c) indicate the time changes for 
the instant temperature T*, the maximum molecular velocity 
uSax> and the number of molecules Ny with a larger velocity 
than 3c*, in which c^ is the most probable thermal molecular 
velocity described as c^, = (2 r* )"^ . Figure 1(a) shows that 
the instant temperature gradually increases with time from the 
prescribed temperature at f* = 0 and then diverges exponen
tially at a certain time. We can see similar properties of diver
gent processes in Fig. 1(b) and (c), and can derive the follow
ing divergent image of the system from these results. The veloc
ities of molecules in the system gradually increase with time 
as a whole, which leads to an increase in the percentage of 
molecules with large velocities. This increase causes the veloci
ties of entire molecule groups to become larger, which leads to 
a further increase in the percentage of molecules with larger 
velocities. From these additive effects, the system becomes un
stable and finally diverges exponentially at a certain time. This 

Table 1 Influences of time intervals on thermodynamic quantities and transport coefflcienfcs for w* = 0.6 and J* = 4 

r* = 4 

h* 

0.004 
0.005 
0.006 
0.007 
0.008 
0.0087 
0.009 
0.0092 

p* 

-'•''•J^+0,005 

5.460+o:oo4 

5.469;i!SS 
c CI 7-0,001 
J . J I /-H0.009 . 
c CI 1-0.001 
J . J 11+0.003 
c 7Q-0.01 

div. 

e* 

•2 1 1 Q - O . O O l 

.3.11^+0.002 
-3 n 1 -0.002 
J . l Z l + o o o i 
-1 1 oc-0.001 
J.lZj+o.(K)| 

J . l JU+0.004 
-3 1 -7 1 -0.001 
J ' l 'A+0.003 
a no-0 .001 
•^•l ' J+O.OOI 
q ^7-0.01 
J-^ '+0.04 

c^ 
1 -TOO-0.001 
i./oz+o.ooi 
1 -TTC-0.004 
1. / /J+0.001 
1 70^-0.001 
I . /oU+0.002 

I. /OU+0.002 
1 7O/:-0.001 
1. / 00+0.004 

1 7«n-o™' 
1./OU+0.002 
l.OUl+0.004 

c. 

20.34 

20.33 

20.44 

20.86 

20.32 

21.13 

r]* 

0 QOfi-""^ 

0.988+o:o49 

u.yoo+0,007 

i.oi97g:!]?5 

o.969;r? 
i.047;g:g2J 

Cz, 

4.12 

4.17 

4.03 

4.06 

3.98 

4.25 

D* 

A ^00-0.012 
U.OZJ+0.004 

0.5l2;g:gS^ 

o.477;g:Sl' 

o.529;g:Sf 

U.40/+0.001 

U.314+0.008 
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curs from using actual maximum values instead of infinity in 
integrating each correlation function. The pressure and internal 
energy values show the influence of time intervals that are too 
large and not specific heat. Concretely, the pressure and internal 
energy values agree well at time intervals below h* = 0.007, 
almost within statistical errors, while the data for these values 
at time intervals above h* = 0.008 show considerable discrep
ancy. This shows that the time intervals over 0.008 are too 
large. Similar observations can be made for other temperature 
values, although this is not shown in the figures provided. It is 
not surprising that the critical values for time intervals do not 
differ much from the maximum values, since divergences in 
the system arise suddenly, as shown in Fig. 1. The transport 
coefficients themselves do not show clearly the influences of 
time intervals that are too large. This is because transport coef
ficients cannot be used to obtain higher accuracy levels than 
thermodynamic quantities, which is made clear by comparing 
the expressions of these quantities, such as Eqs. (3) and (8). 

Finally, the correlation functions are shown in Fig. 3 for 
reference. A comparison of the data for /i* = 0.0009 and 0.0045 
is made for M* = 0.6 and T* = 15. Fj,"^""' and F^"^ are the 
correlation functions and the integrants in Eqs. (3) and (6), 
respectively. The differences in the correlation functions are not 
so significant, in spite of the fact that the value ofh* = 0.0009 
is sufficiently small and the value ofh* = 0.0045 is high enough 
to be near the critical value. The differences do not significantly 
influence the values for the transport coefficients. 

5 Conclusions 
This study discussed divergence processes, the relationship 

between time intervals and divergence times, and the influence 
of time intervals on thermodynamic quantities and transport 
coefficients. It was found that divergence in a system is not 
caused by a particular molecule which has suddenly gained an 
extremely large velocity, but rather by whole groups of mole
cules which gradually gain greater velocity, causing a system 
to diverge suddenly. The time interval-divergence time relation
ship can be expressed in approximate terms as linear functions 
if the data are plotted on logarithmic scales, and the system 
diverges more easily as temperature or number density in
creases. 

divergence is also valid for other number densities, tempera
tures, and time intervals. 

Figure 2 shows the relationship between divergence times 
fdiv and time intervals h* for T* = 2, 8, and 30. Each figure 
shows the results for « * = 0.2,0.6,0.8, and 1.0. The relationship 
between the divergence times and the time intervals can be 
expressed as linear functions if the results are plotted on loga
rithmic scales. We see from these relationships that the larger 
the time interval is, the shorter the divergence time is, so that 
significantly small time intervals have to be used when the 
phenomena of interest requires long simulation times. When we 
simulate a flow which is expected to have high temperature 
regions (for example, shock waves), we have to use time inter
vals small enough for a system not to diverge at an expected 
maximum temperature. Divergence times at first observation 
are not strongly dependent on the number density. The system 
diverges more easily, however, as the number density increases. 

4.2 Transport Coefficients and Thermodynamic Quanti
ties. Table 1 shows the dependency of time intervals on ther
modynamic quantities and transport coefficients for w* = 0,6 
and T* = 4. The accuracy of the data is also indicated in the 
table. Errors in thermodynamic quantities arise from differences 
in sampling numbers. Accuracy is evaluated from the discrep
ancy of the mean values obtained by using the data from t* = 
300 to 500 time steps. Uncertainty in transport coefficients oc-
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A Simple, Accurate Integral Solution 
for Accelerating Turbulent Boundary 
Layers With Transpiration 

James Sucec^ 

The inner law for transpired turbulent boundary layers is used 
as the velocity profile in the integral form of the x momentum 
equation. The resulting ordinary differential equation is solved 
numerically for the skin friction coefficient, as well as boundary 
layer thicknesses, as a function of position along the surface. 
Predicted skin friction coefficients are compared to experimen
tal data and exhibit reasonably good agreement with the data 
for a variety of different cases. These include blowing and 
suction, with constant blowing fractions F for both mild and 
severe acceleration. Results are also presented for more compli
cated cases where F varies with x along the surface. 

Kutta numerical method to obtain the skin friction coefficient 
distribution. 

Analysis 
We consider steady, constant property, turbulent, two-dimen

sional boundary layer flow over a porous plane surface. Let x 
and y be coordinates along and normal to the surface, u and M., 
be the x component and free-stream velocity, the density is p, 
wall shear stress is T „ , kinematic viscosity is v and the bound
ary-layer thickness is 6. After changing to inner variables, M^ 
= ulu*, y* — u*ylv and b^ = u*6lu, with u* = vr^/p, the 
integral form of the x momentum equation can be written as 
follows: 

d f** + + d f*' ^ +2 , + , «., du, ^ 
Mj — u*dy u*u* dy ^ o 

dx ia dx Jo u* dx 
+ u]F 

(1) 

Introduction 

At the second Stanford Conference, Kline et al. (1981) pro
vided a reaffirmation of the value of integral methods in pre
dicting the distribution of the parameters of interest, in turbulent 
boundary layer flow along a surface, such as skin friction. In 
an article in Vol. II of the conference proceedings, simplicity, 
speed, and accuracy are the reasons advanced by Cousteix for 
integral methods being a viable predictive tool along side of 
finite difference solutions to the conservation equations. 

Some of the more recent articles using integral methods on 
turbulent flow problems are those of Das and White (1986) and 
Das (1988) for skin friction, Sucec and Lu (1990) for heat 
transfer, all with no transpiration, while the contribution of 
Thomas and Kadry (1990) includes the effect of transpiration. 
These last two papers contain some favorable comparisons of 
integral methods with both data and finite difference method 
results. 

Torii et al. (1966) postulate a model for the shear stress 
distribution across the boundary layer in terms of the distribu
tion for the case of zero transpiration and zero pressure gradient. 
This is used in an integral x momentum equation to solve by 
successive approximations for a velocity profile. Then with the 
aid of an approximation relating the length Reynolds number 
to the momentum thickness Reynolds number, the x momentum 
equation for the boundary layer is solved for skin friction. 
Thomas and Kadry (1990) also began with a shear stress distri
bution. Use of mixing length expressions relate this shear stress 
profile to the velocity gradient. Numerical integration of the 
result yields the velocity distribution. This numerical velocity 
information is used to numerically integrate two integrals. Fi
nally, finite difference methods are used to solve the x momen
tum equation for the functions that lead to the skin friction 
coefficient. Results are compared to experimental data for zero 
pressure gradient and for an adverse pressure gradient. There 
is some rather involved numerical work in the method. 

In the present work, use will be made of the inner law velocity 
distribution for transpired flows. The analytical nature of the 
inner law allows all needed integrals in the x momentum equa
tion to be performed in an exact analytic fashion. The ordinary 
differential equation, which is left, is easily solved by a Runge-
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The blowing fraction F, in Eq. (1), is defined by F = v„lus 
where v„ is the surface velocity. Next the needed velocity profile 
u*{x,y*) is taken to be the inner law, or law of the wall, for 
a transpired flow as given both by experiment and by derivation 
in Stevenson (1963). 

V* 1 
u = - r r ; \n^ y* + 4K^ K 

1 -f- C Iny-" 

-F- C 1 + C ^ 
4 

(2) 

K is the von Karman constant and C can, in general, depend 
upon F or v,t = vju* and therefore on x. 

In general, there is also a wake contribution added to the 
right-hand side of the velocity profile in Eq. ( 2 ), ( Coles 1971). 
However, in the present work, we consider flows with small or 
negligible wake contributions such as accelerated flows where, 
if the acceleration parameter Ka = {vlu])dujdx is large 
enough, the wake is weak and may even vanish (Mellor and 
Gibson, 1966; White, 1991). Also, since suction and decelera
tion push the wake in opposite directions relative to the logarith
mic inner region (Julien et al., 1971), there are possibilities for 
an accurate analysis here using the inner law alone. In other 
situations where there may be an appreciable wake component, 
the use of Eq. (2) represents an additional approximation. 

Inserting the velocity profile expression, Eq. (2) , into the 
integrals that appear in Eq. (1) and performing the integration 
gives the following expressions. 

r 
Jo 

u^dy* = 8* + <Bo 

u^'dy-" = S'-lBo H- B,vt + B2vf] 
Jo 

(3) 

(4) 

The following definitions were used in the equations above. 

1 2A 2 
A = -!- In <5+ + C, So = A^ - — + 4 

Si = 
3S^ 
K ^̂  = 16 K 

(5) 
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Next, V ,t is expressed in terms of the blowing fraction F and 
the skin friction coefficient C/ = 2T„/pu,. 

F 
(6) 

This skin friction is related to the other variables of the problem 
by evaluating the velocity profile, Eq. (2), at the value of y* 
= 8*. Using Eq. (6), Cf is given as follows, from Eq. (2) , 
with A from Eq. (5). 

1 

1 
FA^ 

(7) 

Inserting the integrals, Eqs. ( 3) and (4), into Eq, (1) , making 
use of the expressions for vj; and Q given by Eqs. (6) and (7), 
and performing the indicated differentiation, Eq. (1) takes the 
form after defining P = il/Cf. 

Ax + A2i5+ — + AiS"^ — 
dx dx dx 

0.004 

0.003 

0.002 -

0.001 

DATA O THIELBAHR, ET. AL. (1972) 
• KEARNEY, ET. AL. (1973) 

PREDICTIONS 

+ 0.0058 

0.2 0.4 0.6 0.8 
X/L 

1.0 

Fig. 1 Predicted skin friction coefficients compared to data of Kearney 
et al. (1973), L = 1.067 m (3.5 ft), and data of Thielbahr et al., 1972, L = 
2.286 m (7.S ft). Dashed line includes the wake. 

= -[1 + FP^ + K.PS'^iB ~ P^)] (8) 
v 

The coefficients Ai, A^, A3, and the quantity B are given in the 
Appendix as functions of S* and other variables, w,, and F, the 
freestream velocity variation and the blowing fraction are given 
as functions of x in a particular problem. The only remaining 
question is the possible dependence of C on F or i),t. 

Specification of tlie Factor C. For F < 0, suction, Brad-
shaw (1967) recommends a relation that can be written as 
follows. 

C = 5 + 1375 v,! (9) 

More recently, Silva-Freire (1988) determined C by analysis 
of blowing data endorsed by the second Stanford Conference 
(Kline et al., 1981), and developed the following relation for 
F > 0. 

C = 5 - 512F (10) 

Since the bulk of the data used to determine equation (10) was 
deemed the most reliable by the evaluation in Kline et al. 
(1981), it was decided to use Eq. (10) as part of the velocity 
profile model given by Eq. (2). 

With C now specified, Eq. ( 8) is a nonlinear ordinary differ
ential equation which was solved for S'^(x) using a standard 
fourth order Runge-Kutta method (Ralston and Rabinowitz, 
1978). Successively smaller values of lattice spacing Ax/L 
were used until the solution was effectively independent of this 
spacing. A representative example was the case of F = 
—0.00116 of Simpson et al. (1969) where the lattice spacing 
was halved until the difference in C//2 in two successive spac-
ings was less than 0.01 percent, leading to the use of Ax/L = 
0.025. It was preferred to start the calculations using the mea
sured Cf/2 at the first data point. However, sometimes the first 
measured Cf/2 seemed clearly out of line with the remaining 
data points. In these cases, the calculation was started using the 
first measured value of Rg. This can be justified because, in the 
references used, Rg can be measured with less uncertainty than 
the quantity Cf/2, typically ±1 -» 3 percent for Rg and ±4 -* 
10 percent for Cf/2. 

To solve Eq. (8), the initial value of (5 * at the first calculation 
point is needed. If, as in most cases, the value of Cf/2 is known 
there, one can use this in Eq. (7) to solve the quadratic equation 
for the positive root, A, and use this to solve for the initial 5^ 
from Eq. (5) . If, however, the experimental value of Rg is to 
be matched at the initial x location, the equations to be solved 

are implicit in 5" .̂ So a low value of 6*, say 50, is used as a 
trial value. The first of Eqs. (5) gives A and Eq. (7) gives 
Cf. With these, Re^ is evaluated using Eqs. (3) and (4). This 
procedure is continued with successively higher values of (5^ 
until a 5* is reached which gives the calculated Re^ equal to 
the measured value. 

Results and Discussion 

Consider the case, in Fig. 1, of F = +0.004 with data from 
Kearney et al. (1973). This is a case of strong acceleration, K„ 
nominally about 2.5 X 10"' , where MJ(JC) continually increases 
until the last data point when it is held constant and causes Ka 
to drop to zero. This condition should lead to very small wake 
strength values and, therefore, to a velocity profile consisting 
mainly of the inner law alone. As can be seen, the comparison 
of predictions with data is very good for this case. Data for the 
other cases in Fig. 1 are from Thielbahr et al. (1972) where 
u,(x) results in a moderately strong acceleration over the first 
two thirds of the surface. For F = +0.0058 the predictions are 
close to the first three data points, but farther away from the 
last two points. This is due to the change from a large accelera
tion factor K„ = 1.45 X 10"'* to ^„ = 0 for x/L > 0.66. Thus 
beyond this point, a significant wake component is expected in 
the actual velocity profile and the predictions are high as would 
be expected since the calculation procedure does not employ a 
wake. 

The F = 0.00 results in Fig. 1 show the predictions using 
the inner law alone as the solid curve which predicts the experi
mental data very well in the region, x/L < 0.59, where K^ is 
large, 1.47 X 10"*, where only a very weak wake portion of 
the velocity profile is expected. Beyond this value of x/L, K^ 
= 0, and hence a wake is present as indicated by the overpre-
diction of the last two data points. However, it is seen ttiat the 
third to last data point is predicted reasonably well in spite of 
the fact that K„ = 0 there. The explanation for this lies in the 
"lag" of the actual relaxing boundary layer, the fact that the 
full effect of the sudden change in K^ at x/L = 0.59 does not 
take place in zero distance, but requires some finite length for 
the actual velocity profile to make the change from practically 
an equilibrium profile appropriate io_Ka = 1.47 X 10"** to an 
equilibrium profile characteristic to K^ = 0. So that third to last 
data point is still in a region of adjustment and the velocity 
profile there still contains a lot of past history nt K„ = 1.47 X 
10"*" and hence is still essentially a pure inner law profile. For 
this case, F = 0.00, we also show a solution, with a dashed 
line, when the combined law of the wall and wake is used to 
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Fig. 2 Predicted sl<in friction coefficients versus Rê , = ujnlv compared 
to data of Simpson et al. (1969) and data of Andersen et al. (1975), L = 
2.286 m (7.5 ft). Dashed line starts at the initial value of Ro 

solve for C//2. It is seen that in the region xlL < 0.59, the 
dashed curve and solid curves agree well indicating the relative 
lack of a wake there and also the existence of a wake component 
beyond x/L = 0.59 as witnessed by the good agreement with 
data at the last two points for the dashed result which employs 
the wake. The final curve in Fig. 1 is a case of suction, F = 
—0.002. The agreement seems reasonable, except for the two 
extreme data points where the error is about 10 percent. 

The lower half of Fig. 2 contains cases for which the data 
are from Simpson et al. (1969). These are cases with zero 
pressure gradient, ^^ = 0 and include a case, the lowest curve, 
where the blowing fraction, F, varies inversely as the square 
root of X. The agreement is surprisingly good when one consid
ers that tijese flows have a wake. The predictions are higher 
than the (fata and this presumably is due to the lack of a wake 
in the predictive procedure. To illustrate the effect of different 
starting conditions, the case where F ~ x'"'^ shows predictions 
which start with the measured C//2, the solid curve, and ones 
that start with the measured Rg, the dashed curve. It is seen that 
there is not too much difference in the predictions with the 
different starting conditions. The top half of Fig. 2 contains data 
by Andersen et al. (1975) for F = -0.004 and a deceleration, K,, 
< 0, with u,ix) ~ (ax + fo)~°''. This deceleration, in the 
absence of suction could give rise to an appreciable wake com
ponent of the velocity profile, thus raising the u* versus y'*' 

DATA o • SIMPSON, ET. AL (1969) 
PREDICTIONS 

« 
^^ n 

0.0064 
X" 

0 2 4 6 8 10 12 14 16 18 20 

Rex X 10» 

Fig. 3 Predicted skin friction coefficients versus Re. = uji/v compared 
to data of Simpson et al. (1969) 

Table 1 Comparison of predicted and experimental Rg val
ues. Data from Simpson et al. (1969). 

F 

m-' 
Re, 

3.9 
9.4 
14.5 
19.6 

= 0.0006X 

Pred. 
R 

1235 
2988 
4969 
7368 

Data 
i 

1235 
2947 
4840 
7172 

F 

10-= 
Re, 

4.0 
6.7 
9.3 
14.7 
20.3 

= -0.00116 

Pred. 
R 

952 
1371 
1745 
2432 
3093 

Data 

895 
1238 
1595 
2325 
2940 

F = 

lo-'' 
Re, 

1.4 
4.1 
6.8 
9.5 
12.2 
15.0 
20.3 

-0,00335/A*^ 

Pred. Data 
R, 

307 307 
444 389 
623 530 
806 655 
991 841 
1184 1001 
1552 1438 

curve above the logarithmic right side of Eq. (2). However, 
the effect of suction alone is to depress the velocity profile in 
the opposite direction, the downward direction (Julien et al., 
1971). Looking at the predictions, it is found that they are about 
3.5 percent higher at small x/L and 7 percent higher at the last 
data point. A number of the finite difference methods used at 
the second Stanford Conference (Kline et al., 1981), for this 
case, did no better with their predictions than the solid curve 
of the present integral approach. 

In Fig. 3, where all the experimental data comes from Simp
son et al. (1969), and is for K„ = 0.0, the two lowest curves 
are the predictions for a small, constant blowing fraction and 
for a blowing fraction which increases linearly with x. For the 
case of moderately strong, variable suction, F = -0.0035/x"^, 
the predictions seem reasonable as is also true for the last case 
shown in Fig. 3, F = -0.0064/x°^ 

Some representative results of the predictions of momentum 
thickness, 9, in the Reynolds number Rg = u^O/v are given in 
Table 1. It is seen that agreement is good for the first two cases 
and perhaps acceptable for the last case where the predicted Rg 
average about 14 percent higher than the data. 

Concluding Remarks 

The inner law, or law of the wall, for a turbulent transpired 
boundary layer is used as the velocity profile in the integral x 
momentum equation. The fact that the velocity profile, in inner 
coordinates, y'^, u*, is also a law for the wall shear stress, 
when evaluated at the edge of the boundary layer, provides 
closure and gives a single nonlinear ordinary differential equa
tion to be solved. Comparison to experimental data in acceler
ated boundary layers, and in other circumstances where a small 
wake component of velocity is expected, yields good agreement 
for a range of positive and negative blowing fractions F includ
ing some cases where F varies with x. With the information 
provided in the work, one can easily write a simple computer 
program to make the calculations. 
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A P P E N D I X 
Coefficient Expressions for Eq. (8) 

A, = 
1 

A2 = KAi + KPB - B^P^ 

A3 = E.PID, 

B = Bo + vtBi + vt^B2 

B, 

BoP' 

= KA-

D, = 1 

-1 

1 . ^ " 

4 

- P(R 

KBo 

4 

, 4- " 

Eo = G + H 

G = K(P^ - BP) + B[ 1 + 

H = -P 
dBo + dBi 

+ Vw dA dA 

2 

^2 dB2 

" dA 

(Al) 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 

(A8) 

(A9) 

(AlO) 
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